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II 

Emotion and Computing -  
current research and future impact 

Workshop 

The workshop focuses on the role of affect and emotion in computer systems 
including the three dimensions: emotion recognition, emotion generation and emotion 
modeling with special attention to AI specific problems and applications. Both 
shallow and deep models of emotion are in the focus of interest. 
 
In recent years computer science research has shown increasing efforts in the field of 
software agents which incorporate emotion. The success of the first workshop on 
emotion and computing held at the KI 2006 in Bremen shows the interest within the 
scientific community. Several approaches have been made concerning emotion 
recognition, emotion modeling, generation of emotional user interfaces and dialogue 
systems as well as anthropomorphic communication agents.  
 
Motivations for emotional computing are manifold. From a scientific point of view, 
emotions play an essential role in decision making, as well as in perception and 
learning. Furthermore, emotions influence rational thinking and therefore should be 
part of rational agents as proposed by artificial intelligence research. Another focus is 
on human-computer interfaces which include believable animations of interface 
agents. 
 
A key question: Which commercially interesting applications would incorporate 
emotional aspects? One of the first interesting applications are dialogue systems 
which intend to generate natural human-like language and to react on emotional 
aspects of the utterances of the human partner adequately. Another field of application 
with significant AI influence is the field of computer games. An increasing interest in 
believable and intelligent computer characters can be recognized. As a third 
application type eLearning depends on the quality of learner and teacher interaction. 
Moreover, automatically recognizing the user’s emotional state can help evaluating 
new products. In general many applications which integrate a user model often leave 
emotion and mood out of the adaptation loop. If we manage to cover this aspect, the 
quality of user adaptive systems can be increased significantly. 
 
This workshop discusses the scientific methods considering their benefit for current 
and future applications. Especially when regarding the subject of emotion recognition, 
this also includes ethical aspects. The presented papers discuss theories, architectures 
and applications which are based upon emotional aspects of computing.  
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Workshop Program 

The workshop provides talks covering a variety of aspects of emotion and computing 
to set a basis for a subsequent moderated discussion. The presentations are 
documented by reviewed short research papers.  
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Abstract. Working towards natural human-machine interaction, it is essential 

for communication systems to be able to process speech as well as emotion. We 

propose a new approach for extracting emotion features out of speech signals. 

We combine general signal processing techniques with some novel methods on 

the transformed signal. Furthermore, we introduce two essential emotion 

recognition algorithms which are fundamental for accurate results. The research 

is motivated by the AVAI project, in which we aim to develop a set of 

databases and algorithms as a framework for the development of speech and 

emotion recognition and AI applications. The system we present is built around 

spectrograms and a modified median-cut image quantization algorithm. Finally, 

research results are  discussed. 

Keywords: speech, emotion recognition, spectrograms, median-cut, AI 

1    Introduction 

It is generally believed that accurate emotion recognition is easier achievable on 

multimodal input, since emotion can also be extracted from facial expressions [1]. 

Based on this proposition, an audio-visual emotion database has been developed by 

Martin et al. [2] that is freely available for research purposes. While multimodal 

systems may be more accurate, real-time processing of audio-visual input requires 

considerably more intensive computing than the processing of speech signals only. 

Since application-oriented emotion recognition is very likely to be combined with 

standard speech recognition, it is advisable to limit the necessary computing resources 

required by the emotion recognition system. 

In this paper we introduce a new approach for developing an accurate emotion 

recognition system that requires only a minimum of computing power. This system 

uses speech signals as its exclusive input. The processing of the signals and the 

recognition of emotion is achieved by combining general signal processing techniques 

with a modified median-cut algorithm. 



2    Architecture 

It is necessary to gain insight into some specific theoretical aspects that motivate the 

fundamental build of the system. The benefits of this experimental approach will 

become clear when describing the various parts that make up the system. 

When developing speech and emotion systems, our primary goal is to achieve the 

best possible imitation of human neural networks. We want the system to act 

intelligently, responding naturally to the input signals. Consequently, we base the 

development of AI systems on research results of intelligent human behavior. 

Several methods exist for the manual analysis of speech signals [3], [4]. These 

methods all visualize the signal in some way. This proves that accurate analysis of a 

signal is substantially easier for humans with the help of a visual aid. 

Since we want our system to extract emotion by analyzing the input signals rather 

than to 'listen' to them, we will try to simulate human behavior by using visualization 

of the input.  

Instead of working exclusively with signal processing algorithms to extract the 

necessary information from the signals, we introduce an additional step wherein the 

signal is transformed to the Fourier domain upon which we apply the modified 

median-cut algorithm for emotion extraction. 

Figure 1(a) shows the classic, general process for extracting information out of a 

signal.  In Figure 1(b) we illustrate the basic working of our proposed system. In 

contrast to the classical system, we extract information out of the input signals, by 

applying signal processing (SP) algorithms, which is then used in the next step (3) 

that depicts our  novel method. By quantizing (QA) the extracted information in (3) 

we then return to the process (2). 

 
(a) Classic system (b) Proposed system 

 

Fig. 1. Information extracting systems. 

2.1 Signal Processing 

We use spectrograms for the visualization of the input signals. Spectrograms are 

particularly interesting for emotion recognition since the various energy levels of the 

signal are represented in the image (related to the signal’s amplitude). A Short-Time 

Fourier Transformation (STFT) is applied on the input signal, generating a 

spectrogram, followed by the generation of an image from the data that was obtained. 



To enable continuous processing of the input, it is imperative that the spectrograms 

are generated at the same rate as the sampling frequency of the input signal. This can 

be achieved using a method proposed by Aming & Feng in [5], which essentially 

suggests to use Recursive Fourier Transforms (RFT's) using multiple data windows. 

Spectrogram images are temporarily stored to allow further processing. 

2.2   Quantization Techniques & Additional Parts of the System 

As described later, a modified version of the median-cut algorithm extracts 

information from the spectrograms and represents the core of the emotion recognition 

system. 

The algorithm counts and sorts pixels from the spectrogram image according to 

color and color variations. Different colors in the spectrogram indicate different levels 

of energy in the signal, which in turn indicate different kinds of emotion or 

differences in gradation of the emotion. This method corresponds to reading a 

spectrogram (cf. human behavior), which fits the philosophy of this system, as 

described earlier. 

In a final step the extracted information is matched against a reference database, 

implemented in SQL. No statistical models such as HMMs are necessary to obtain 

accurate recognition results. In addition to the use of a reference database, some 

efficient stand-alone recognition algorithms are applied on the output. The 

development of these algorithms, which allow user-independent recognition, is 

discussed in section 3. 

3    Fundamental Issues Concerning the System and the Database 

We discuss some fundamental aspects of the proposed system that are essential to the 

development of the emotion recognition algorithms. 

First we have to consider which set of emotions will be recognized by our system. 

Two conditions have to be taken into account when stipulating our choice: 

• The set of emotions has to match a common pattern of emotions. 

• The system must be able to easily distinguish between these emotions. 

Existing research on this topic [6] teaches us that sadness, anger and fear are emotions 

that best meet these requirements. Since positive emotions are equally important as 

negative ones in the context of our system, we chose to integrate the following set of 

emotions: sadness, anger, fear, happiness and joy. 

3.1 Contents of the Database 

We chose to fill the reference database with normalized values, independent of the 

original input and thus useful for recognition. This process is applied both when 

creating the reference database and during recognition. Furthermore, words and 

phrases are used to improve the accuracy of the results. 



Since there is no strict definition of a certain emotion, we have to take so-called 

gradations in emotion (e.g. one can be 'happy' or 'happier') into account. It is 

practically impossible to record all kinds of gradation in the reference database. This 

issue has to be addressed in the recognition algorithm(s). We developed an algorithm 

that attempts to recognize a certain pattern in a signal that an emotion shows between 

its lowest and highest gradations. Applying this algorithm on the results after 

matching the signal to the reference database, followed by a second comparison with 

the database, has proven to generate satisfactory results. 

3.2   User-Independent Recognition and voices 

These aspects of the emotion recognition system are essential, since our approach 

does not include neural networks to be trained. In order to maintain a certain scientific 

standard, we opted not to use speech from random persons, but existing speech 

fragments instead. We carefully selected a set of 10 speech fragments per emotion, 

wherein the respective emotion is clearly expressed. Fragments were taken from 

various sources, such as film, radio and television. Wherever necessary, (background) 

noise or music was filtered by applying Fast Fourier Transforms (FFT) and/or specific 

Wavelet transformations on the signals. In addition, one professional voice-over 

sample was recorded per emotion. 

To achieve user-independent recognition, we introduce a second recognition 

algorithm, which searches for predefined proportions between certain values in the 

spectrograms. Every specific proportion is attached to a certain emotion. Thus, we 

attempt to find a consistent sequence of proportions that matches one specific emotion 

as closely as possible. Naturally, this approach assumes that energy levels in speech 

are directly related to emotion in the same, permanently consistent way. 

4    Modified Median-Cut Algorithm 

Originating from the field of image quantization, the median-cut algorithm was first 

proposed by Heckbert in [7]. Essentially, this algorithm divides the original color 

space of an image in a certain amount of regions, allowing to work with palletized 

images. It proves useful for quickly extracting the necessary information out of 

spectrogram images, as required by our system. 

Apart from counting the pixels of certain colors in the spectrogram, we need more 

information on the proportions between energy levels in the image, as explained in 

section 3.3. Since the median-cut algorithm counts pixels and calculates median 

values using color histograms, we can get relevant information for emotion 

recognition by only applying minor changes to the algorithm.  

The algorithm executes the following steps (note that steps 1 through 4 are 

basically the general median-cut algorithm, except for one nuanced aspect): 

1. Find the smallest box that contains all the colors in the image (in very exceptional 

cases, the whole image might be considered to be the smallest box). 

2. Count all pixels that contain a certain primary color. 

3. Calculate the median for this color and split the box into two regions at the median. 



4. Assign a certain bit pattern to every region. 

5. Repeat these steps on the result for all colors, in a predefined order. 

6. Analyze the final bit pattern to evaluate the proportions between colors in the 

image. (This cannot be done by comparing results from step 2, since these pixels 

might also contain other colors, which could cause substantial inaccuracies, 

depending on which colors they are.) 

The results of step 2 are directly compared to the reference database. The output of 

step 6 is passed on to the recognition algorithms. The mutual output is then 

retransferred to the recognition algorithms. As a final step these are matched a second 

time against the database, resulting in the recognized emotion. 

5   EAT, Results & Research 

We have developed a software tool named ‘Emotion Analysis Tool’ (EAT), which 

uses all our techniques to recognize emotions in speech. The EAT accepts live 

recordings as well as existing speech files. After going through 3 (highly 

customizable) steps, the program displays the percentual presence of each emotion in 

the signal to the user. Figure 2 shows the user interface of the EAT, displaying results 

for the speech fragment ‘sad_female_child.wav’. (Note that the two operation modes 

of the EAT are ‘Adult’ and ‘Infant’.) 

 

 

Fig. 2. Screenshot of results in the EAT for speech fragment ‘sad_female_child.wav’ 

This speech fragment was recorded independently and is not part of the same set as 

the samples in the database. 

The EAT has proven to work with an accuracy of about 60% for natural emotion. 

A substantial increase of database entries could lead to a much higher accuracy, 

depending on the quality of the samples. 

 

Figure 3 contains four spectrograms originating form Sendlmeier et al.’s research [8]. 

The relationships between colors in the spectrograms and the respective emotions can 



clearly be seen, as well as the differences between the various spectrograms and the 

color proportions. Although in real-life-speech the differences may be more nuanced 

than those depicted, the use of efficient algorithms has proven to compensate this. 

 

 
Fig. 3. Spectrograms from speech fragments containing different emotions 

 

6    Conclusion 

We have introduced a new approach for extracting emotion features from a speech 

signal. Although a little unorthodox considering the classical techniques, the proposed 

architecture achieves relatively accurate results, while using considerably less 

computing power than other systems. Even though the benefit of our system may not 

seem directly evident, the use of spectrograms improves the use of computing 

resources and reduces computing time. Additionally, it provides very substantial 

benefits for emotion recognition in noisy environments. Furthermore, our approach 

opens a lot of doors for new research, development and applications. 
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Abstract. A lot of promising computer vision research has been con-
ducted in order to automatically recognize facial expressions during the
last decade. Some of them achieve high accuracy, however, it has not yet
been investigated how accurately humans accomplish this task, which
will introduce a comparable measure. Therefore, we conducted a survey
on this issue and this paper evaluates the gathered information regarding
the recognition rate and the confusion of facial expressions.

1 Introduction and Motivation

The psychologists Ekman and Friesen investigated social dependencies of fa-
cial expressions. They figure out six universal facial expressions [1] that are
expressed and interpreted in the same way by humans all over the world, see
Figure 1. Furthermore, they introduce the Facial Action Coding System (FACS)
in order to precisely describe facial muscle activity [2]. Kanade et al. [3] gather a
database (CKDB) of I = 488 short image sequences each showing one of the six
universal facial expressions. Each sequence shows a neutral face at the beginning
and then develops into one of the six universal expressions with peak activity.

Fig. 1. The six universal facial expressions as they occur in [3].

The computational task of facial expression interpretation is usually subdi-
vided into three subordinate challenges, see Pantic et al. [5], detecting the face,
extracting facial features, and inferring the facial expression. Michel et al. [4]
train a Support Vector Machine (SVM) that determines the facial expression
within video sequences of the CKDB by comparing the first frame with the neu-
tral expression to the last frame with the peak expression. Schweiger et al. [6]
compute the optical flow of several predefined regions within a human face in or-
der to extract the facial features. Classification is conducted by neural networks.



However, the accuracy of these approaches cannot be stated realistically, be-
cause a comparable measure does not exist. Therefore, we conduct a comprehen-
sive survey asking hundreds of persons to determine facial expressions. Similar
to computer vision algorithms, humans are only provided visible information.
The contribution of this paper is a realistic measure to state the accuracy of
algorithms based on the accuracy of human beings recognizing facial expression.

2 Description of the Survey

We questioned a few hundred persons about the facial expressions visible in the
CKDB. Note that this database only contains visible information and does not
provide further communication channels or context information. The partici-
pants were shown randomly selected image sequences and they specified one of
the six universal facial expressions or none in case they were not able to decide.
Each participant annotated as many image sequences as he or she wanted.

3 Evaluation of the Survey’s Results

This section investigates which facial expressions are recognized easily and which
are more likely to be confused. We gathered q = 5413 annotations specified
by P = 250 persons3. On average, each participant annotated q

P ≈ 22 image
sequences, which results in q

I ≈ 11 annotations per sequence.
For each sequence of the CKDB, licensed FACS-experts manually specified

Action Units, but, unfortunately, they do not directly relate to one of the six
universal facial expressions, in most cases. Therefore, we cannot decide whether
or not the participants’ annotations are correct. This evaluation compares the
annotations to one another, instead.

The set E = {happiness, sadness,disgust, fear, anger, surprise,none} contains
the possible annotations. We subdivide the q annotations into the number of
3 The entire set of annotations is available on request (matthias.wimmer@cs.tum.edu).

surprise fear disgust anger sadness happiness

Fig. 2. The annotation rates for each facial expression of each image sequence sorted
by similar annotation of the sequences. Darker regions denote a higher annotation rate.



annotations qi for the image sequences i. Again, we subdivide each qi into the
number of annotations qi,ε for the facial expression ε, see Equation 1. The an-
notation rate ri,ε gives evidence about the number of annotations for the facial
expression ε compared to the total amount of annotations for the sequence i.

q =
I∑

i=1

qi, qi =
∑
ε∈E

qi,ε, ri,ε =
qi,ε

qi
(1)

Higher annotation rates indicate that the participants rather chose the same fa-
cial expression, which makes the annotation more reliable. Furthermore, rε,i ≈ 0
indicates that most participants did not specify ε for sequence i. Therefore, this
image sequence does probably not show facial expression ε. Figure 2 illustrates
the annotation rates for all 488 sequences. Every row denotes one image se-
quence i and indicates the annotation rate ri,ε for all facial expressions ε ∈ E .
We sort the rows of the table such that similarly specified image sequences are
in adjacent rows. In this representation, the confusion of facial expressions is
clearly visible. Happiness is best distinguished from other facial expressions.
Sadness gets little confused with disgust or fear, but gets highly confused with
anger or surprise. Fear is the hardest to tell apart.

Figure 3 shows the histograms of the annotation rates for all facial expres-
sions. As mentioned above, well-recognized facial expressions have a lot of oc-
currences of ri,ε ≈ 0 and of ri,ε ≈ 1. Happiness is the most distinctive facial
expression, because its histogram shows the most distinctive peaks for ri,ε = 0
and for ri,ε = 1.

3.1 Confusion Between Facial Expressions

Furthermore, we determine the level of confusion between different facial ex-
pressions. We consider two facial expressions to be confused if two different par-
ticipants annotate the same image sequence with these expressions. H(ε1 ∧ ε2)
represents the number of sequences that are both annotated as ε1 and as ε2.

Fig. 3. Distribution of the annotation rate ri,ε for each facial expression ε.



τ(ε1, ε2) Anger Disgust Fear Happiness Sadness Surprise

Anger 100.0% 42.4% 23.8% 7.3% 43.2% 28.9%

Disgust 42.4% 100.0% 32.6% 6.2% 19.3% 24.6%

Fear 23.8% 32.6% 100.0% 11.0% 15.8% 43.8%

Happiness 7.3% 6.2% 11.0% 100.0% 6.7% 14.5%

Sadness 43.2% 19.3% 15.8% 6.7% 100.0% 28.9%

Surprise 28.9% 24.6% 43.8% 14.5% 28.9% 100.0%

Table 1. The amount of confusion τ(ε1, ε2) between the six universal facial expressions.

H(ε1 ∨ ε2) represents the number of sequences that are either annotated as ε1
or as ε2. The quotient τ(ε1, ε2) = H(ε1∧ε2)

H(ε1∨ε2)
determines the amount of confusion

between two facial expressions ε1, ε2.
Table 1 illustrates the confusion of either pair of facial expressions. The

participants confused fear and surprise most often. According to FACS, some
Action Units are similar in these two facial expressions. Further expressions,
which get easily confused because of some coinciding Action Units are anger
and sadness, anger and disgust, fear and disgust, and anger and surprise. People
confused least between happiness and disgust, and happiness and sadness.

4 Conclusion

The interpretation of the data gathered by our survey shows that humans are not
as good in determining facial expressions as computer vision researchers would
expect them to be. These poor recognition rates partly originate from the fact
that the CKDB does not contain natural expressions but acted ones. Further-
more, this recording was conducted in a laboratory environment rather than in
a real-world scene. In our opinion, the most decisive reason for the poor results
is the consideration of video information only. We expect humans to be more
accurate being provided further information as well, such as audio information
and long-term context information. Therefore, we recommend integrating this
information into facial expression interpretation algorithms as well.
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Abstract. Building virtual agents that are able to perceive and appraise
touch increase the lifelikeness and interaction possibilities in human com-
puter interaction. In this paper we introduce work on how a sense of touch
was realized for the virtual human Max and how he can emotionally react
to it by appraising the different kinds of tactile sensation.

1 Introduction and Related Work

Virtual agents have found various attention in affective computing. For instance,
agents have been built that can express emotions in their faces, e.g. [4] and voices,
e.g. [3]. Also physical agents were developed that can perceive touch and are able
to respond to tactile sensations in different ways, e.g. [9] and [10]. An interesting
research question is how to develop virtual agents that have a ’sense of touch’,
in that they could perceive touch and emotionally appraise it. The context for
our research is the virtual agent Max [6] that has been equipped with a dynamic
emotion system, which can respond to various kinds of stimuli from verbal input,
goal achievement or failure [2]. In a first experimental system, Max was equipped
with a simple sense of touch that could evoke valenced reactions. In this scenario

Fig. 1. When touched on his right cheek, Max reacts with negatively valenced emo-
tional impulses.



human users can interact with the graphical representation of Max in a CAVE-
like VR environment by means of motion tracking of their hands (Figure 1).
The user’s hand movements are tracked in order to detect the distance between
the hands and the three dimensional geometries forming Max’s face. In this first
system, touching Max’s left cheek gave a positive appraisal and touching Max’s
right cheek gave a negative appraisal. The stimuli thus elicit emotions that can
fortify or alleviate Max’s state of mood, which in turn causes Max to display
corresponding facial (happy or annoyed) expressions.

In this first setting, the quality of touch could not be differentiated, that is,
a touch of the cheek caused an undifferentiated ’all-or-nothing’ reaction. In hu-
man interaction, however, touch influences emotions in many more subtle ways.
Someone gently stroking our arm might evoke happiness in us, while getting
beaten puts us immediately in a negative emotional state. On the other hand,
touch can also bear a communicative meaning in that someone might want to
convey his or her emotions that he or she likes us. Could such a distinguished
touch perception and corresponding emotional appraisal also be possible for a
virtual agent? In this paper, we describe how touch receptors were developed
and technically realized for Max’s virtual body. These receptors allow for differ-
entiating between different qualities of tactile stimulation. That way Max can
be enabled to extract and emotionally response to the affective content of a tac-
tile stimulation, exceeding the simple all-or-nothing reactions that were possible
before.

2 A Sense of Touch for Max

The virtual humanoid agent Max is a situated artificial communicator for model-
ing and researching communicative behavior in natural face-to-face interactions
[7]. Findings from studies on the human tactile systems were incorporated to
build an artificial sense of touch for Max, which is conceived not only for vir-
tual but for artificial agents in general. When modeling touch, one important
distinction to draw is between active and passive touch [5]. Passive touch is the
mere sensation of being touched by some other object, whereas in active touch
the sensing individual herself evokes the tactile sensation by actively controlling
the stimulation. Here, we focus on the affective content of passive touch. That
is, we do not care about the agent’s attention, intention or motor control, but
can focus on the kind of tactile stimuli passively applied to the agent’s body.

In our work on modeling and realizing passive touch for Max’s whole body [8],
each tactile stimulation is associated with three characteristics, namely, where on
Max’s body it was applied, what kind of tactile stimulation it was, e.g. stroking
or tapping, and how it is emotionally appraised. The realization and explanation
of these issues are outlined in the following.

2.1 Where is Max Touched

Max has a segmented body, i.e. his virtual graphical embodiment consists of sev-
eral geometry parts. Around every geometry representing a limb of Max’s body,



Fig. 2. The virtual agent Max with the proximity aura (left) and without the proximity
aura (right).

17 proximity geometries were added forming a ”proximity aura” (see Figure 2).
This allows us to make predictions, when an object in the VR environment is
approaching Max‘s body. By means of the aura we are also able to identify the
body part an object may be going to touch. Below the proximity aura, the sur-
face of Max’s body is covered with a virtual ”skin”. This skin consists of flat
quadrangle geometries varying in size, each representing a single skin receptor
(shown in Figure 3). The receptors are located on the body in neighbourhoods,
which are represented in a somatotopic map (similar to the map in the human
brain). This representation encodes the information which body limb a virtual
skin receptor is attached to, and it allows to determine in a fine-grained way
where Max is being touched. Depending on the location on the body, a tactile
stimulation can thus be interpreted differently. For example, Max could be more
ticklish under his arms than on his knees.

2.2 How is Max Touched

Instead of different kinds of skin receptors as in the human skin, we propose
only one kind of virtual skin receptor for Max for it is sufficient to discriminate
between different tactile stimulations. Every object that is graphically repre-
sented in our VR environment can cause tactile stimuli on Max’s virtual skin.
In addition, a motion-tracked human hand is a stimulus source. The simulation
of touch is based on detecting collisions (using the V-Collide collision engine)
between these two types of geometries, the virtual skin receptors and external
objects of the environment. Each geometry’s collision with a skin receptor is
regarded as tactile stimulus. Specific stimulation patterns arise from the tempo-
ral and spatial changes connected to the stimulation. When a stimulus, e.g., is
moving continuously over the skin, neighbouring receptors are responding suc-
cessively over time (Figure 4). This temporal information along with the spatial
information about each triggering receptor, extracted from the somatotopic map,
allows to classify the stimulation as a continuous touch of the respective body



Fig. 3. Virtual skin receptors arranged on
the surface of Max’s hand. The back of the
hand is arranged with 6-neighbourhood
receptors, the palm with 8-neighbourhood
receptors for higher tactile resolution.
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Fig. 4. Schematic depiction of a) eight
and b) six neighbouring receptors. Arrows
indicate stimuli moving directly from re-
ceptor 10 to receptor 7 (highlighted in
grey), interpreted as moving tactile stim-
ulus. Dashed lines indicate direct neigh-
bours.

parts. The central component, that fuses these stimulations of the receptors into
a coherent touch sensation forms our touch sensor.

For example if a tactile stimulus moves with no spatial interruptions over
the agent’s body, this can be regarded as light stroking. If a tactile stimulus is
applied over a short period of time at one location, this can be interpreted as a
short tap.

2.3 Emotional Appraisal

For each classified tactile stimulation we can associate an emotional appraisal.
For example, when someone is quickly stroking the bottom part of Max’s arm,
this is classified as tickling and can be positively (or negatively) appraised. To
this end, the touch sensor sends valenced impulses to the emotion system, which
drives the emotion dynamics. That is, touch does not directly give rise to specific
kinds of emotion, but only controls the number of impulses sent as well as the
strength of their valence. This will lead to an increase or decrease of the agent’s
mood, such that a ’gentle stroke’ applied several times can take a comforting
effect on Max’s mood state. Furher, it is conceivable that the touch sensor can
also draw upon informations of the environment, e.g., about the velocity of an
object touching Max’s body. This would allow to appraise any impact of an
object with a high velocity more negatively.

The emotive system is, on the one hand, fed with external stimuli, such as
tactile stimuli. On the other hand, the cognitive system exerts influence on the
emotional state [1]. In turn, Max’s behavior is influenced by his (simulated)
emotions, determining as system parameters the way in which Max performs
actions. Simulated facial muscles enable him to express emotional states. Max
is also able to verbally utter his current emotional states (’I am angry now’). In
the case of being hit by a (virtual) ball Max could thus also display or verbalize
anger, or he could laugh in the case of someone tickling him.



3 Conclusion

In this paper we introduced an approach to simulate touch perception for the
virtual agent Max, based on attaching a large number of virtual skin receptors
to his body. Stimulations of these receptors by external objects are calculated in
real-time by detecting collisions between the object and, first, Max’s ”proxim-
ity aura” and, then, each single receptor connected to the body part the object
is approaching. This method enables a high degree of sensitivity as it was not
possible before, neither for virtual agents nor for physical robots. We have pre-
sented a way how this perceptual capability can be utilized along with a present
emotion simulation system to appraise the tactile stimulations and to accumu-
late them to determine the ”affective content” of touch. Possible applications of
this work include a virtual gaming scenario, in which touch perception increases
the lifelikeness and interaction possibilities. Human players could touch Max in
order to attract his attention or, e.g., could play ball with him. Depending on
the quality of the tactile stimulation he could ’feel’ a fast moving ball hitting his
arm and show an angry face. Another important application is in active touch,
where touch perception, goals, and emotional appraisal could be used for Max
to develop a form of body awareness.
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Abstract. Addressing user’s emotions in human-computer interaction
significantly enhances the believability and lifelikeness of virtual humans.
Emotion recognition and interpretation is realized in our approach by in-
tegrating empathy as a designated process within the agent’s cognitive
architecture. In this paper we describe this empathy process which com-
prises of two interconnected components: a belief-desire-intention (BDI)
based cognitive component and an affective component based on the
emotion simulation system of the virtual human Max. The application
and a preliminary evaluation of this empathy system are reported on in
the context of a 3D competitive card game scenario.

1 Introduction and Related Work

Empathy plays a prominent role in human-human interaction because it repre-
sents a motivational basis of prosocial behaviour and contributes to moral acts
like helping, caring and justice [7].

Brave et al. [5] accentuate that empathy is a fundamental and powerful means
to manifest caring in humans. They investigate the psychological impact of affec-
tive agents, which are endowed with the ability to behave empathically. In their
study [5] two conditions were evaluated in which the agent expresses self-oriented
emotions and other-oriented, empathic emotions. Based on online questionnaires,
they found that subjects judge the empathic agent as more likeable, trustworthy
and caring as the self-emotional agent.

Prendiger et al. [9] investigate the impact of the affective virtual human Max
upon humans within a 3D card game on the basis of human player’s physiologi-
cal responses in four different conditions: non-emotional condition, self-centered
condition, negative-empathic condition and positive-empathic condition. It was
found that, first, the absence of negative emotions within a competitive card
game is stress-inducing and, secondly, the valence of the human’s emotion is
congruent with the valence of the emotion expressed by the agent.

These findings demonstrate that realizing empathic agents is important in
human-computer interaction. The authors of these studies primarily investi-
gate the impact of empathic agents upon humans. Their implementations of an
agent’s empathic reactions to human’s emotions, however, are based on simple



heuristics rather than a more detailed analysis of the internal processes involved
in the elicitation of empathy between humans.

Definitions of empathy fall into one of two major categories (cf. [5], [7]): (1)
empathy is defined as an affective reaction to the emotions of others, (2) empathy
is viewed as cognitive understanding of another’s emotions. In our approach we
acknowledge both of these definitions by combining an affective component with
a cognitive component in the cognitive architecture of our virtual human Max.

2 A First Approach for an Empathy System

We have experimentally implemented an empathy system for the virtual human
Max [4]. It is based on the fundamental assumption that Max is quasi-egocentric.
Quasi-egocentrism is observed in two-year-old children [7], who know that em-
pathic emotions are to be ascribed to another individual although being ex-
perienced subjectively. However, due to cognitive limitations they do not yet
understand that others have their own independent inner states and may ap-
praise a given situation differently. These children appraise observed situations
of others in the same way as if they were in that situation themselves.

The architecture of the virtual human Max can be divided into a cognition
module and an emotion module (cf. [8], [3]). Following our understanding of em-
pathy we also divide the empathy system into two interconnected components
(see Figure 1). The cognitive component of the empathy system is characterized
by the cognitive understanding of how emotions occur in humans. This compo-
nent is implemented within the cognition module. The affective component of
the empathy system then assures the simulation of a similar emotion dynamics
for the human as it is generated for Max himself (cf. [1]). As an example scenario
the interactive implementation of the card game Skip-Bo is chosen (cf. [2]). In
this game the agent performs sequences of plans to reach his intended goal of
winning the game. In our realization of empathy the agent generates a hypothesis
about the emotional state of the human player by appraising the game situa-
tion for the human player in the cognitive component. This appraisal is based
on the same mechanism that is used in the agent’s own appraisal processes.
Every human’s action is analyzed by plans that generate the same emotional
impulses (EI in Figure 1) as if Max would perform these actions himself. These
impulses, however, are now driving the hypothesized emotion dynamics of the
human player which is simulated within the emotion module of Max. In this
appraisal processes the agent does not integrate any information concerning the
cognitive state of the human player. Thereby, Max behaves quasi-egocentric and
our approach follows the idea of the situational role-taking as described in [6].

In the affective component the course of emotions and moods over time and
their mutual interaction as well as the mapping to pleasure-arousal-dominance-
space are also modeled for the human player now. Reflecting the assumption that
the agent is quasi-egocentric, we use identical parameters for the human player’s
emotion dynamics as we are using for our virtual human Max. The emotional
state of the human player is represented by two additional reference points in



Fig. 1. Empathy simulation as a combination of cognitive appraisal and affect dy-
namics: The events “Human plays card” and “I play card” trigger appropriate “Plan
Human” and “Plan Me” leading to emotional impulses (EI) for Max himself and the
human player. These two impulses drive two independent emotion dynamics as rep-
resented in the “Emotion module” by their respective white and black circles. After
mapping into pleasure-arousal-dominance-space (PAD-space) an emotion hypothesis
for the human player is derived.

the emotion module as indicated by the two black circles in Figure 1. Thus, Max
always distinguishes between his own and another one’s emotional state. Even
though he might experience fear himself at a given moment during the game, he
might hypothesize at the same time that the human player is happy.

3 A Preliminary Evaluation of the Empathy System

To evaluate our approach to modeling empathy we are currently comparing the
hypothetical arousal values generated by our empathy system with arousal values
we reassigned to the emotion categories provided by the emotion recognition
system of [9].

3.1 Procedure

So far, three of a total of 32 game sessions (sessions 24, 25 and 28) were replayed
in realtime. During replay the empathy system generated an emotion hypothesis



which was analyzed as follows. The emotion recognition system of [9] provided us
with five discreet emotion categories. As these categories are based on a mapping
in valence-arousal-space, we reassigned pleasure and arousal values as shown in
table 1.

Emotion Cat. Pleasure Arousal

Exited 100 100

Joyful 100 50

Relaxed 0 0

Frustrated -100 50

Fearful -100 100

Table 1. The pleasure and arousal values reassigned to the emotion categories provided
by the emotion recognition system of [9]. These values were chosen with respect to the
valence-arousal-space introduced by Lang (cf. [9]).

For our first analysis we concentrated on arousal values, because we assume
the pleasure values derived from biometrical data (cf. [9]) to be much less reliable.
We expected to find similarities between the arousal values generated by our
empathy system on the one hand and reassigned to the emotion categories as
shown in table 1 on the other hand. Figures 2(a), 2(b) and 2(c) show the courses
of the two arousal values over time for the subjects 24, 25 and 28, respectively.
The empathy system provides a more continuous course of arousal (EmoHyp)
whereas the remapping of the categorical output of emotion recognition results
in more discreet course of arousal (EmoRec) over time. In order to compare
these values we decided to calculate the mean values (MeanValue) of the arousal
values provided by our empathy system over all intervals, in which the reassigned
arousal values (EmoRec) remained stable.

3.2 Results and Discussion

For a preliminary evaluation we compared the arousal mean values of our empa-
thy system with the reassigned arousal values. For subject 28 (cf. Figure 2(c)) we
found that the relative offsets of the mean values are comparable to the arousal
values of emotion recognition. The mean values corresponding to each interval
increase or decrease together with the reassigned arousal values. However, in case
of the two other subjects (24 and 25) we found less similarities. For example,
in the first interval of Figure 2(b) a mean value of 20 was calculated, while the
emotion recognition value remained zero. During the following interval (240 to
502 seconds) the mean value decreases to 7 although the arousal value of emotion
recognition increases to 50. Nevertheless, we consider this evaluation as accept-
able because some similarities between the two arousal courses could be found.
In order to gain statistically significant results we are currently analysing more
gaming sessions. We also plan to compare the empathy arousal values to the raw
arousal values derived from biometrical data used in the emotion recognition
system of [9] thereby avoiding remapping of emotion categories.



(a) Subject 24

(b) Subject 25

(c) Subject 28

Fig. 2. The arousal courses (EmoHyp and EmoRec) and the mean values (MeanValue).



4 Conclusion

We presented a first realization of empathy for a virtual human Max based on
the conceptual distinction between cognitive and affective empathy. Some as-
pects of cognitive empathy are captured by following the situational role-taking
approach. The consideration of the course of emotions and moods over time and
their mutual interaction in the simulation of the human’s hypothesized emo-
tions reflects aspects of the affective component of empathy. Our next step is
to evaluate this first approach of an empathy system and to also integrate a
cognitive model of the human player to realize an empathy process that follows
the individual role-taking approach (cf. [6]).
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Constructing Androids as Emotional Agents in Robot-
Human Relationship 

Wolfgang Gessner, Gesine Lenore Schiewer, Guerino Mazzola, Alex Ringenbach 
 

Abstract. The integrative development of a structural theory of emotion and 
action results in a new communication medium (MMI) at the user interface 
between robots and humans which serves purposes already highly awaited. In 
our project human emotion provides a model for analyzing, reconstructing and 
implementing the complex interrelations of mimics, gestures, verbal 
communication and elicitation of action schemes. The results will be 
transformed into technical, but human-like tools and devices to be used in 
android robots. 

Keywords: Androids, Emotional agents, Subjectivity, Action disposition, 
Emotional mimic expression, Gesture, Posture, Speech act theory 

1. Developing believable and effective android behaviour based on 
mentalistic theories of emotions  

The state of simulation of mechanical abilities in human-like robots has been pushed 
and enforced worldwide and has reached impressive results. In contrast to this, the 
communicative abilities of robots are still in need of further improvement. The central 
idea of our research1) is the amplification of the communicative abilities of robots 
based on the transfer of a special cognitive theory of emotions (Gessner 2004) to the 
behaviour of androids. A new kind of steering of android’s behavior towards human 
beings will be achieved.  

In order to construct human-like robots as autonomous agents they have to 
coincide with the special communicative abilities and instruments which evolution 
and cultural development has brought up exclusively in human beings. We accept and 
tolerate other beings primarily when their behaviour is predictable and 
comprehensible. Therefore only android robots with distinct ‘personalities’ will be 
believable and convincing robots (cf. Breazeal 2002). Successful robot-human 
interactions will be dependent on multimodal communication coordinating speech, 
facial expression (as a universal language) and gesture/posture that can simulate the 
complexity of interpersonal interaction.   

 

                                                           
1 The Project ‘Emotional Agents for Controlling Expression, Action, and Speech in Man-

Machine Interaction’ is supported by Hasler Stiftung Bern (MMI grant nr. 1978). 



According to our approach the coordination of multimodal communication and 
action can be achieved by using human emotions as a model for android construction. 
Based on our cognitive emotion theory (Gessner 2004) the realization of robots as 
emotional agents which are able to situation-adequate, coordinated and individually 
appropriate responses (qua structural equivalents to human emotions) will be 
achievable. Up to now mindless and faceless devices (technically sophisticated as 
they are) have to be changed in believable and accepted communicative partners 
showing consistent behaviour (cf. Ortony 2003). 

As a cognitive theory, our own theory of emotion can rely on earlier approaches, 
especially the well-known approach of Ortony, Clore and Collins (OCC) (1988) and 
the appraisal-theoretic approach developed especially by Scherer et al. (cf. Scherer, 
Schorr, & Johnstone 2001). In appraisal theories of emotions the role of a fixed 
number of criteria for appraisals of everyday situations in the elicitation of emotions 
is evaluated. Contrasting to this, we insist that a complete emotion theory has to rely 
on the specific kind of individual dispositions – i.e., the individual cognitive 
triggering, causing a specific subjective interpretation of an emotion-inducing 
situation, including subjectively erroneous representations of such situations (cf. 
Gessner 2004, p. 127). Therefore, our attitude-centered theory focuses on the analysis 
of the individual interpretation mechanisms regarding an emotion-inducing situation, 
whereby we use elaborate analytical instruments regarding the inner perspective of 
human beings and their interpretation of emotion-inducing situations. 

 

2. Subjectivity-modeling approach and the conception of emotion 
in android behaviour 

Central to our research is the kernel concept of ‘subjectivity’, which is able to 
represent the perspectivity which is characteristic for concrete situatedness and allows 
single emotion elicitation, emotion-related action and/or communicative behaviour to 
unfold. Subjects are ‘mediums’ representing structures, states and events of the 
objective world solely from a certain singular perspective and in different quantities 
and qualifications. They will store these elements in the form of representations, deal 
with these representations in various manners, draw conclusions and act in a (mostly) 
predictable manner based on these special assumptions of their own (Tuomela 1995).  

A methodological device for the representation and articulation of subjectivity is 
given by the ‘language of mind’ (LOM) by using the natural means of people 
expressing their inner thoughts, which represent linguistic universals as categories in 
which their inner experiences are represented (cf. Fodor 1976, Wierzbicka 1999). The 
reconstruction of mental states and the ways we are reflecting about them and 
communicate them to others in searching self- and other-understanding shows up to 
be essential for reconstructing the inner organization of subjectivity (cf. Morton 
2003). This trend (back) to rule-based and even mentalistic models has already 
reached robotics (cf. Xie 2003), who speaks of ‘mental syntax’ and of ‘imitating the 
mind’ as ‘the embodiment of an artificial mind’ in connection with ‘autonomous 
behaviour’ (p. 306 ff.). 



In trying to explicate the concept of ‘subjectivity’, many attempts have been made 
(cf. Pauen 2001, the variants of Metzinger’s ‘representationalist’ self-model theory of 
subjectivity (1993, 2003) and Zahevi’s (2006) monograph on ‘subjectivity and 
selfhood’, which covers the whole field of such approaches). Beyond these conceptual 
refinements we have decided to follow a pragmatic line in using propositional 
attitudes to define a ‘language of mind’ (LOM), which can represent the intra- and 
intersubjective structures of mental attitudes in an abstract and handsome manner.  

In the abridged form to be presented here (due to limited space, cf. Gessner 2004, 
ch. 6 and 7 for details), propositional attitudes together with the conventionally given 
logical operators (&, v, ¬), modal operators (◊,□) and some special entailment 
operators (⊗⇒ for implication by natural laws, •⇒ for cognitive implication) and 
with some propositional categories (P for ‘proposition’,  Δ for ‚event’, HS resp. HS* 
for ‘(the actualization of an) action scheme’, Ω for an existing opportunity to act)) 
build the core vocabulary of LOM:  

Epistemic operators are B (....) (belief) and K (....) (knowledge), the operator of 
ability C (....) (can do) describes the ability to actualize an action scheme HS, i.e., 
HS*. Volitional operators are W (...) (wish) for the disposition to evaluate the 
actualization of a corresponding action scheme positively, I (...)  for intention, i.e. the 
readiness to actualize this action scheme, HS*. A normative operator O (...) 
(obligation) stands for the existence of (moral or judicial) norms, i.e. imperatives 
steering actions.  

All propositional attitudes are accompanied by the subscripts ε, α, Π  for ego (I, 
me) resp. alter (the other person) resp. ‘persons in general’ for the ‘generalized 
person. Subscripted time indicators V, G, Z indicate the time span in which the 
attitude is given, with V  G or V  Z etc. indicating the transition of time spans 
over which the attitude is held. Finally, ⎡ indicates that the (complex) proposition 
before this sign is valid only under the condition of the truth of the proposition 
following after this sign.     

Using this nomenclature, which in the same time expresses mental structures and 
makes them describable, one can formulate mental states of different order and 
complexity:  

Simple (non-iterated) propositional attitudes as intrasubjective mental states could 
be assumptions like Bε,G (P), wishes like Wε,V (Δ) or intentions like Iε,G (HS* 
(Δ)ε,G→Z. But intrasubjective attitudes can also be complex, i.e. iterated 
propositional attitudes like Kε,G (Bε,V (¬ Δ T Δ I  ¬ Δ))  ⎡  HS* (Δ) ε, G→Z  , which 
indicates a higher order assumption about changes in the objective world under a 
special condition, with (¬ Δ T Δ I ¬ Δ) signifying the transition of a certain event into 
its contradiction instead of continuing without the intervention of an additional causal 
factor. As another example, the  estimation  of  opportunities of getting future 
knowledge could be written as ¬ Bε,G→Z (CΠ,G→Z (KΠ,G→Z (P ν  ¬ P))), 
expressing a general sceptical belief about such opportunities.  

Turning to intersubjective attitudes (i.e., attitudes representing or reflecting not 
only personal states, but the mental state(s) of at least one other person 
simultaneously), the following formula describes the inner structure of a changing 
personal assumption concerning the intentions of another person: Bε,V→G (Kε,V→Z 



(Iα,G (HS* (Δ)))  &  Bε,G→Z (¬ Iα,G (HS* (Δ))). In determining the options given 
in a potential action situation somebody could have arrived at the following 
description of his mental state: Bε,V→G (Cα, G→Z (HS* (Δ)))  &  Ω α,G→Z (HS* 
(Δ)) &  Kε,A (¬ OΠ,G→Z (¬ HS* (Δ))). The subjective state described here 
expresses some complex attitudes concerning abilities and opportunities to act, 
coexisting with an assumption on the non-intervention of act-relevant norms.  

The examples given demonstrate that by introducing LOM a conceptual framework 
is set which enables real people to express their subjective states in arbitrarily 
gradable complexity and at the same time serves researches to describe these 
subjective mental states in a precise and comprehensible manner.  

This tool will serve as a means to describe the elicitation conditions of emotions, 
too. In this form of application topical and focal elements have to be distinguished: 
Topical elements as attitudes which are already given in a subject, i.e. the (mostly 
value-related or norm-related) elements which are the background of emotions to 
originate, and focal elements as the (mostly epistemic) elements which are developed 
in representing the actual situation which gives rise to the ‘triggering’ of the 
corresponding emotion. Based on this an emotion like ‘annoyance/irritation (the 
german ‘Ärger’) can be understood as individually instantiated reaction to a ‘standard 
situation’ which is describable in an abstract, i.e. not situation-specific manner by 
using LOM as follows:  

 
(1)    Κε,G (ΔG) 1st focal element 
(2) &   Kε,V→G (Oα,V→G (HS* (Δ) V→G))   1st topical element 
(3) &  Bε,V→G (Kα,V→G (Oα,V→G (HS* (Δ) G)))    2nd topical element 
(4)     &  Bε,G (Iα,V→G ¬ (HS* (Δ)G)) 2nd focal element 
 

 •⇒    ANNOYANCE / IRRITATION Resulting emotion 
 
⎡  { Kε,V→G (HS* (Δ) V→G)   ⊗⇒  ¬ ΔG) }    Background cognition 
 

In conjunction the conditions formulated above define the complete elicitation 
condition for annoyance/irritation. Moreover, LOM can be used to formulate the 
corresponding dimensions of this (and all other) cognitive emotion(s) in the following 
way: 

1. In utilizing the fact that emotion elicitation and the buildup of action 
latencies are referring to the same situation-type, the parallels and 
interactions of unfolding emotions and dispositions to take specific actions 
can be analysed. 

2. Accordingly, the constitutive rules for speech-acts (Searle & Vanderveken 
1985) as cognitive patterns describable in LOM are ‘tested’ by the subject’s 
language-generating mechanisms on ‘matching’ to the same situation and 
will show up to predict the appearance of specific speech-acts in reaction to 
this situation, which in turn will interact with real actions and the emotion 
proper having emerged in this situation. 



3. The emoting subject’s emotional mimics indicates inner states of this subject 
and (at the same time) has imperative functions on other persons receiving 
these ‘signallings’. LOM can be used to reformulate these inner states and 
allows the reformulation of the relation between these specific subjective 
states and the semiotic apparatus of facial expression in its different 
dimensions.  

4. Finally, LOM can be used in defining production rules for describing 
restrictions on the corpus of gestures and postures which could in principle 
interact with specific inner states of subjects and the triggering of core 
emotions by matching the appropriate elicitation condition of an emotion. 

 
The following scheme depicts the principal inner relations of the core theory of 

emotion described here. Besides this it shows that the systematic development of 
situation representations (as a precursory theory) is not part of this project but will be 
left to the further development of existing approaches. Correspondingly, the project is 
not involved in real robot engineering (as follow-up technology) but tries to develop 
some steering mechanism of possible and meaningful android behaviour and (as a 
first step) to generate simulations of these behaviour in appropriate media of 
presentation.     
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 theories: 
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3. Implementation 

The LOM formalism developed has been restated in terms of the Backus Naur Form 
(BNF) as a context-free language type. This gives a foundation for the design and 



implementation of a software operationalising the LOM semantics and is also capable 
of yielding an output for multimedia rendering of emotional states and processes, 
which includes animated 3D models and acoustic utterances. The overall architecture 
of this design includes three components: the two input units for terms of focal and 
topical cognition and the internal process unit which is in turn divided into three units: 
(1) the cognitive elicitation schemata, (2) the logical processing machine, and (3) the 
multimedia interpretation schemata. The output unit must then interpret the process 
unit’s result (generated by the multimedia interpretation schemata) in terms of a 
specialized software for multimedia rendering, such as the human animation software 
POSER 6. The latter may be driven by Python commands (an object-oriented 
interpreter language used in POSER 6), which allows for a code-driven processing of 
POSER 6 graphics and audio data. First 3D-implementations using splines and facial-
action-points for reconstructing mimic and movements have been made and will be 
coordinated with the other dimensions of artificial emotion.  

 
     In dealing with android design we choose an elaborate task to be solved. Another 
possible task consists in the design of subjectivity-based emotional interfaces. Such 
interfaces, acting between e.g. sophisticated cars and their drivers or IT-operating 
systems and their intricate users could give the term ‘smart interface’ a new and 
exciting meaning.   
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Moods and Shallow Emotions for Balanced
Speech Acts in Computer Games
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Abstract. In most state-of-the-art Role-Playing Games (RPG) speech
acts are formed by pre-written dialogues. While it is possible to convey
any dialogue in this way and it may be adequate in certain situations,
it typically looks unnatural when the situation is repeated in a different
context and/or when the agent should be in a different emotional state
– for instance when an agent is repeatedly asked the same question.
In order to make the speech acts more realistic, we add to the usual
representation of agents by goals (what the agent wants to achieve),
standards, attitudes, and personality (capabilities which the agent has
and determine what it can and would do), firstly a social status, and
secondly emotional state, which typically changes as the game advances.

1 Introduction

Many Non-Player Characters (NPC) in computer games make very good first
impressions, but on repeated encounters it becomes clear that they follow quite
simple patterns and do not show the sophistication which a human player would.
This is partly due to the lack of emotional state, which can show in different ways,
mainly, in action selection [1], facial expression [13], vocal effects [11] or language
chosen for the conversation [2]. If we want to improve this situation, we need an
explicit representation of emotional state. We will focus on this representation
with the emotionally based language generation as our main motivation. We
distinguish less specific mood from more specific (directed) emotions.

In this work we propose a way how to extend agents in role playing games so
that they firstly change their emotional state, and that secondly the emotional
state influences the way how language is generated. Furthermore we consider
the niceness/grumpiness of agents and their social status. A nice agent would
tend toward polite expressions while a grumpy one would tend toward rude
expressions. If somebody addresses someone who is socially above himself he
may use expressions which are more polite than those he usually uses (likewise
a person who is in a good mood) [14].

In the next section we discuss how agents are modelled, in section 3 an
emotional model, and in section 4 we use this model to adjust speech acts.

2 How to Model an Agent

There are many different ways how to represent agents and we will briefly intro-
duce one. In most aspects we could as well have chosen a different approach and



still have extended it by a way to represent moods and emotions as proposed in
the following. We represent agents as follows and will explain the representation
of mood and emotion in more detail in the next section:

Goals: The states of affairs that an agent wants to obtain (e.g., staying alive).
Attitudes: The disposition to like or dislike objects or aspects of objects and/or

other agents (e.g., positive towards friends).
Standards: Beliefs about how things should be (e.g., heal people).
Personality: Personality is a set of consistent behaviour, emotion and thought

patterns that characterize a person.
Mood: Mood is an undirected kind of emotion.
Emotion: Emotions are valenced reactions to either (consequences of) events,

(actions of) agents or (aspects of) objects.
Social Status: represents the relative social position of agents.

The mood and personality traits of an agent are characterized by firstly a set
of default values D and secondly by the emotional sensitivity S, which describes
how strongly an agent is influenced in its mood by external events. All these
entities go with a certainty value between −1 and 1 to represent the degree (as
in the expert system Mycin). Our agents differ from rational agents in so far
as they have an emotional state. This allows non-playing character agents to
influence their speech acts.

Note that while it is our intention to make agents this way more human-
like, we do not claim that the simple representation of emotions is a cognitively
adequate representation of human emotions. To the contrary, we are well aware
that the emotions as we describe and employ them in this work are shallow, and
can at best offer an approximation of the appearance of human emotions.

3 How to Represent Emotions

We do not investigate which emotions humans have (and agents should have),
whether they can be classified in different categories and if yes how. Emotions
have been studied extensively in psychology (and made there way into psychology
textbooks, see for instance [5, p.142–163]). There are different ways how they
can be characterized. The attempts to classify them have a long history and
go back at least to Wundt who wanted in 1896 to reduce all emotions to a
combination of three dimensions pleasantness/unpleasantness, calm/excitement
and relaxation/tension. In addition, some authors claim the existence of a set of
basic emotions, Frijda [4], for instance, suggests that there are six basic emotions
(desire, happiness, interest, surprise, wonder, and sorrow), while Plutchik [16]
claims that they are eight (acceptance, anger, anticipation, disgust, joy, fear,
sadness, and surprise).

We describe agents by personality traits and by a set of moods. However,
there is no generally accepted definition of mood, emotion or personality. In
[10] personality is defined to name those reaction tendencies that are consistent
over situations and time. Personality is also described in terms of traits, some
theories claim that there are five of these traits (openness to experience, consci-
entiousness, extroversion, agreeableness and neuroticism) to completely describe
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personality [9]. Others [3] claim that there should be only two (neuroticism and
extroversion). Moods and emotions on the other hand are referred to states of
the mind, which are only momentary in the case of emotions, but prolongated
in the case of mood and due to accumulative effect of emotions [8]. According
to Velásquez [20] mood and emotions are only differentiated in terms of level
of arousal. In addition, Moffat [10] suggests that personality and emotions are
basically the same mechanism only differentiated by time and duration.

In Ortony, Clore and Collins’ theory of emotions [12] (also known as the
OCC model), 22 emotion types are distinguished. According to this model emo-
tions result from focusing on one of three significant aspects of the world, events
and their consequences, agents and their actions, and objects. So the emotions
are differentiated according to the three main categories: event-based emotions,
action-based emotions, and aspect-based emotions, and they are triggered by
the goals, standards, and attitudes of agents. We relate our work to OCC, and
pair the 22 emotions in OCC to the eleven pairs: Joy/Distress, Hope/Fear,
Satisfaction/FearsConfirmed, Relief/Disappointment, HappyFor/Resents, Sorry-
For/Gloats, Grateful/Angry, Gratification/Remorse, Proud/Shame, Admire/Re-
proach, and Love/Hate.

In our model while some emotions are directed, e.g. loves(A,B, α), A loves
(likes) B with degree α, others such as joy(A,α) are not, and eventually integrate
the mood of an agent. The mood comprises: Joy/Distress, Hope/Fear, Grate-
ful/Angry, and Relief/Disappointment, which are represented for each agent
by the certainty value α. Moods along with another personality feature, nice-
ness/grumpiness, form a characteristic personality vector which is the basis for
an agent’s way of language utterances. In our model, Niceness/Grumpiness is
closely related to the agreeable trait in the five factor model of personality [9],
which refers a person’s disposition to be kind, warm or sympathetic. We show
this personality trait by polite or rude utterances accordingly. We take the 5
values Niceness/Grumpiness, Joy/Distress, Hope/Fear, Grateful/Angry, and Re-
lief/Disappointment to form a personality vector. The mood has direct influence
on facial expressions, on action selection and verbal expressions: Joy goes hand in
hand with high action level (as opposed to distress) and politeness, hope with a
high action level, while anger is linked to impoliteness. Relief will result in sighs
as will disappointment (albeit of a different kind). For instance, for a tough
character called Herban from the game Neverwinter Nights, we might have:

DHerban =


Niceness/Grumpiness

Joy/Distress
Hope/Fear

Grateful/Angry
Relief/Disappointment

 =


−0.9

0.0
−0.4
−0.8

0.0


In addition, each character has associated an emotional sensitivity. So we would
select SHerban as 2 throughout. That is, Herban would get much angrier than
another agent when a particular event occurs.

Let us look more closely at the mood “Joy/Distress”, which is supposed to
be changed when something happens that an agent wants to happen.

wants(A,F, α) ∧ happens(F ) −→ joy(A,α) (1)
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That is, when an agent wants something and this actually happens then the
agent will increase its joy value by Sjoy�α, where Sjoy is the agent’s emotional
sensitivity for joy. E.g., for x ∈ IR and α > 0 we define: x� α = 1− (1− α)x.

The update of a mood (and of niceness) is done by combining the current
value a for the mood with the update value b = S�α according to the standard
combination of certainty values used in Mycin [17].

There is an old objection against the usage of certainty values: Where do
the numerical values come from? Why does the α propagate in this particular
way? There has never been a very good answer to this. Tests in Mycin have,
however, shown that as long as you choose the values reasonable you get quite
reasonable results and the overall behaviour of the system is quite robust as to
the exact values chosen. We assume that a methodology which has successfully
been applied in a much more critical application area will be appropriate here
as well. We are aware, however, that further investigation is needed.

Note that there are many ways how to compute the intensity of an emo-
tion based on the intensities associated with the preconditions (e.g., logarithmic
combination [15], additive [2]). In our approach we employ Mycin’s combination
method, that is, we take the minimum from all the values of the preconditions
in a rule and multiply it with the strength of the rule [6].

Also note that we get a vector space this way and can combine moods in a
simple computational way (we have not the space to give an explicit proof here).
A mood value a decays over time and returns to its initial state by a decay
factor. More advanced emotions such as love are updated by rules and do not
decay. They are assumed to remain stable unless some events trigger rules for an
explicity change. In addition to joy we can specify other emotions such as hope
by update rules, which are triggered by the game. If an agent A wants F with
certainty value α, but F is missing, then he hopes for it with α:

wants(A,F, α) ∧ ¬happens(F ) −→ hopes(A,α) (2)

4 Templates to express emotional state

Natural language generation (NLG) is the process of deliberately building some
kind of natural language output (speech or text) from a non-linguistic repre-
sentation in order to meet some specified communicative goals [7]. There is no
general agreement about the input and the components of the language genera-
tion process, but it usually involves to determine the communicative goal of the
system, determine the content of the system prompt based on the communica-
tive goal, and produces text that is syntactically and morphologically correct.
An input to NLG can be as simple as:

Departure(train306, locationabdn, time1000) (3)

Template-based and plan-based are the two current approaches to NLG. A tem-
plate is a static sequence of words with gaps to fill in, e.g.

[train] is leaving [town] now.

This approach is sometimes employed in conversational agents [18] and it is the
one that initially we will use for our approach. Template-based systems map
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their non-linguistic input directly (without any intermediate representations) to
the linguistic surface structure [19]. So, in this approach the semantic represen-
tation Departure(train306, locationabdn, time1000) might be directly associated
with the template (3).

Our templates are based on a niceness value. How nice some character is
towards another depends first on its basic niceness (as defined in the personal-
ity of the agent), second on its social rank, third its Joy/Distress, and finally
on particular emotional attachment of the agent toward another Love/Hate (if
given). For instance, when a rude agent A (default niceness −0.9) is interacting
with another agent B who is socially superior (socialstatus(A) < socialstatus(B))
then he will not be as rude as usual, but he will try to be more polite, the same
rude character A will be less rude if he is in a joyful emotional state, or if he
loves (likes) B. Two specific rules are applicable to adjust the niceness toward
another agent (from initially the overall niceness value of the agent) with respect
to the respective social status and whether or not A likes B.

Rule NiceSocial IF socialstatus(A) < socialstatus(B) THEN
NiceTo(A,B) := NiceTo(A,B)⊕ (socialstatus(B)	 socialstatus(A)) (4)

Rule NiceLikes IF loves(A,B, α)THEN
NiceTo(A,B) := NiceTo(A,B)⊕ α (5)

Based on the niceness value and the social status of a character, we define both
an associated semantic representation and a template. So, for instance, the se-
mantic representation in (6) has associated the template “[exp] I’m going to [v]
you [sth]”, which will be triggered by the system when an utterance request of
introduce his purpose is demanded.

[exp] I’m going to [v] you [sth]←− Template (6)

The gaps in this template, i.e., [exp], [v] and [sth], can take the following values:
[exp] = “I’m very pleased to tell you that” (very polite), “I’m happy to tell you
that” (mannerly), “well” (nice), “[ ]” (neutral), “now, listen” (crude), “now,
listen you body” (rude), “now listen you worthless hide” (ill-mannered).
[v]= “teach”, and [sth]= “some tips on combat techniques”

This give us a wide linguistic spectrum of possibilities of text utterances.
Then, for example, a well-mannered character might introduce his purpose like:
“I’m very pleased to tell you that I’m going to teach you some tips on combat
techniques”, in contrast with a rude character which might say instead “now
listen you worthless hide I’m going to teach you some tips on combat techniques”.

5 Summary

We have presented briefly the motivations of our work to represent emotional
agents with mental states. Agents have emotions, which influence their utter-
ances, for instance, if the agent is in a polite and joyful mood then its utterances
will be much more polite than when it is in an impolite mood. Using a relatively
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simple template-based approach it is possible to improve the naturalness of lan-
guage considerably. More sophisticated utterances can be generated by planning
methods, which remain as future work. Our work can be extended to produce
actions and postures which are modified by the agent’s mood and emotions.
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Abstract: The public goods game with punishment option is chosen as a 
scenario for an emotional agent. Experiments show that human behavior is 
based on emotional decisions in this scenario. In this paper, the task of building 
an emotional human like agent is approached by adapting the OCC model to the 
game situation. This paper focuses on the intensity variables and the rules for 
generating appropriate values. 

Introduction 

The public goods game (PGG) with punishment option is chosen as an adequate 
scenario for an emotional agent [1]. Two main reasons make it a valuable test 
environment: a) its simple structure allows a reasoning component of manageable 
complexity and b) experiments show that human decision making in this scenario is 
based upon emotions rather than being purely rational [2].  

We chose the model by Ortony, Clore and Colins (OCC) [3] as a basis for an 
emotional agent which plays that game. The OCC model is based on a (rational) 
cognitive evaluation of the situation which then affects the emotional state of the 
agent. The model is enhanced by a personality model to represent different types of 
players. The main adaptations to the scenario are:  
1. providing the knowledge about rules of the game and for reasoning on strategies, 

as well as on behaviors of others in an adequate way, 
2. defining the derivation of the values for the intensity variables in the OCC model 

from the given facts in the PGG scenario and 
3. identifying the parameters of the personality model affecting the generation of 

emotions and their effect on the decision making process. 
In this paper we focus on the second point and discuss intensity variables of OCC. 

Applying the OCC Model to the Public Goods Game 

A good scenario for emotional behaviour can be provided by game theory which 
actually presumes rational agents. The idea of the public goods game is the following: 
Four players are in the game. Each player gets a certain amount of money. The 



scenario contains a public project which is bearing s > 0 percent interest. It's up to the 
player to decide how much to invest in the public project. The sum of all 
contributions plus interest is then distributed among the players in equal shares. No 
matter how much was paid by the individual player, the share is the same. Therefore, 
the rational decision is not to contribute at least this is the consequence of game 
theory. If everyone behaves that way, the players get much less than they could. A 
major extension of the scenario is the punishment option.  Each player may punish a 
defector. In an iterated game this may change the defector's attitude. However, 
punishing is not free of cost but the punishment option leads to higher average 
payments. In fact, there is no direct benefit for the punisher, he actually reduces his 
outcome. In order to remove this rational considerations, Fehr and Gächter [2] repeat 
the game with the condition that the group composition changes from period to 
period. Now, only others may benefit from the punishment, the punishment decision 
therefore becomes altruistic and the experiments showed a significant correlation 
between emotion and the punishment decisions. In further experiments, the reputation 
of a player is included [4]. The concepts of punishment and reputation give incentives 
for a rational behaviour which leads to a higher benefit for the group.  
However, it is still not rational to punish, so there will be no 'punisher' reputation for 
any rational agent. Nevertheless, in all experiments human behaviour differs from this 
rational model.  

This human behaviour is assumed to be grounded on emotion an the emotional 
agent should show similar behaviour. The OCC model provides the framework we 
chose to model an agent for this scenario. This model specifies 22 categories of in the 
three dimensions: goal relevant events, actions of agents and aspects of objects. In our 
approach, the OCC model is combined with a personality model which provides non-
linear transfer functions to map current mood and elicitor intensity to emotion 
intensity. In this paper we analyze the use of intensity variables of the OCC model as 
a basis for the adaptation on the PGG scenario. 

Interpretation of Intensity Variables 

The OCC model defines the dimensions consequences of events, actions of agents and 
aspects of objects. Each of these dimensions includes emotion classes which appear in 
different intensity depending on the situation. In order to formally represent this, the 
OCC model introduces global and local intensity variables. The latter are local wrt. 
one of the dimensions mentioned above. How do these intensity variables get 
appropriate values in the PGG scenario? This issue will be discussed in the following. 

Events, actions and aspects of objects in the PGG 

Events: the two central events in PGG are the publication of payments and the 
publication of punishments. Those are considered as events since only the final result 
for the agent is considered rather than the individual actions of the other agents. 



Actions: agents in PGG perform only two actions: payment (public project) and 
punishment. Note that agents maintain a history record storing all the actions. This 
information is considered in decisions as well. 

Aspects of Objects: another agent is considered an object in this situation. As 
aspects, the current account balance and the payment history (given and received) are 
taken into account. 

Central Intensity Variables 

Ortony, Clore and Collins define desirability, praiseworthiness and appealingness as  
central intensity variables. In the following we provide an interpretation of these 
variables in the PGG scenario. 

Desirability: generally speaking, an event is desirable if it contributes to the 
achievement of a goal. Therefore, we need to define the goals of the agent, first. OCC 
distinguishes a-goals (active pursuit), i-goals (interest) and r-goals (replenishment). 
Which goals can be identified within the PGG? The two main goals are profit 
maximisation and the relative profit compared to other agents. A high contribution of 
the others is certainly highly desirable for the agent. The event of being punished is 
undesirable, therefore the decision on the own contribution has to take a prediction of 
this event into account. How about r-goals? We’d propose to disregard this category 
for the PGG scenario. A far-fetched interpretation may be the following: if the agent 
is in a situation where some other agent does not comply and nobody does anything 
against that behaviour, it may be desirable to punish this agent from time to time. 

Praiseworthiness: this variable is based upon the actions of other agents and it 
depends on standards and the agent’s view of its own role. Certainly, in the PGG it 
may be considered praiseworthy if another agent puts a lot of money in the common 
project or if he or she punishes free riders – unless the agent itself is affected. What if 
the agent did not consider its own payment as punishable? The ‘standard’ is left to 
one’s own discretion. Consider the situation that agent A pays 15 and the other agents 
pay 10. Now compare to the situation in which they pay 20. The praiseworthiness of 
the identical action of agent A varies with the context. Therefore our model contains 
absolute and relative components for the measurement of praiseworthiness. 

Appealingness: this intensity variable refers to an attitude of the agent. Because 
every punishment costs the agent, it is not appealing. Note that punishing can serve a 
higher goal (to force the other agent to comply) and can therefore be considered 
desirable. 

Mapping Global Intensity Variables 

Sense of reality: since the PGG is not a real world scenario, the expected intensity 
of emotions is rather low. Improvements for the simulation can be achieved (with 
human players) in case real money is used.  

Proximity: emotion intensity is highest directly after the elicitation. The model then 
includes a fading intensity value. On the other hand this implies that the emotion 
elicited in the previous round still exists and therefore the simulation is not functional. 



Unexpectedness: since this refers to an event which could not be predicted at all, it 
cannot reasonably be included in the simulation because this means the event is not 
within the defined scenario and therefore technically impossible. 

Arousal: the agent is not ‘embodied’ and there is no other reason for arousal since 
the simulation is limited to the defined actions. This does not make this aspect 
irrelevant for the simulation but a direct link to the (unspecific) arousal ‘caused’ by 
the basic emotions of the OCC model is derived. 

Mapping Local Intensity Variables 

Events 
Likelihood: the expected value of payments and punishments is computed based 

upon a locally stored action history for every other agent. If there is no knowledge, 
the attitude of the agent (part of the personality model) is taken into account with a 
larger influence. 

Effort: a sequence of actions is considered. If the agent tries for a longer time to 
persuade others to comply (in vain), the anger is stronger than in case he or she 
accepts his or her fate right away. Which one of these two behaviours is dominant, 
depends on the personality model.  

Desirability for other: a model for the goals of the other agent is needed for that. 
Since there are only very few possible goals (see above) this is viable in the PGG. 

Liking: it seems possible that an agent builds a certain sentiment for another 
(unknown) agent depending on the shown behavior. Nevertheless, since there are no 
contacts outside the game, the effects of linking are considered fairly low. 

Deservingness: is the punishment for another agent justified? Or, on the other 
hand, does another agent deserve the earned money? The deservingness depends on 
the subjective standards of the agent. 

Actions 
Strength of cognitive unit: since the groups are changed after 12 rounds, the 

relevance of this aspect is considered rather low.  The only emotional reaction, which 
does not directly lead to an action, is the comparison of the group results.  

Expectation-deviation: an agent that always pays the full amount suddenly 
contributes nothing. The strength of the emotional reaction of others may be higher 
considering pride, shame, admiration and reproach. 

Aspects of objects 
Familiarity: the only relevant objects in PGG are other agents. The agent keeps a 

record on the behavior of others. Therefore the reactions may differ in case two agents 
meet again in another group. 



Implementation 

The ‘rational’ part of the agent provides basic information on statistics like the 
average payments in the group, the last payments, the average payments of an agent, 
the average punishment for free riders, and punishment effects on agents. This 
contributes to the likelihood computation of an action or event. Moreover, the agent 
tries to compute a classification. Other agents in the same group are mapped on 
stereotypes and the classification carries a confidence factor. If the other agent 
behaves differently, an expectation deviation is sensed and influences the emotional 
state. The desirability is computed as consisting of two aspects: relative and absolute. 
Both deliver a satisfaction value between 0 and 1 and the final desirability is 
concluded as a weighted average. The weights are part of the personality model, 
defining the goal preference (profit maximization vs. relative profit) as a bipolar 
scale. Considering desirability for others, their expected goal preference is used. 

Conclusion and Future Work 

The first implementation of a core model is tested in a simulation environment. 
Besides functional tests, some initial plausibility tests have been performed. The 
current agent implements a “monitoring”, analytical emotional component. The 
emotional state can be seen and can be evaluated by an observer, yet, the actions of 
the agents will be coupled as a next step in the work in progress. 
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Abstract. Starting out from a qualitative formalization of a well-known
psychological model of emotions that we have developed in previous
work, we now turn to the quantitative aspects of emotions, and investi-
gate how these can be incorporated into the qualitative model.

1 Introduction

A popular computational model of emotions is that of Ortony, Clore & Collins
[1] (henceforth to be referred to as “the OCC model” or simply “OCC”). Steu-
nebrink, Dastani & Meyer [2] have formalized, in dynamic / doxastic logic, the
conditions that elicit each of the emotions of the OCC model for cognitive agents.
This formalization amounts to a qualitative model of emotions, specifying the
conditions for when an emotion is experienced. However, a quantitative model
for these emotions is missing. For example, the qualitative model does not spec-
ify how strong an emotion should be, for how long an agent should be aware
of experiencing an emotion, in what ways and for how long an emotion should
influence the behavior of an agent, according to what function the strength of
an emotion should change over time, etc. Such quantitative aspects of emotions
should be taken into account in any serious attempt at specifying a formal model
of emotions, in particular the OCC model.

In this paper, we will treat the questions of which quantitative aspects of
emotions (of the OCC model) should be considered, how these quantitative as-
pects can be formally modeled, and how a quantitative model of emotions can
be combined with the qualitative model of Steunebrink et al. [2]. To illustrate
the presented ideas, some formulas will be shown for “joy” (which is the shortest
emotion label), but any emotion can be substituted for it.

This paper is outlined as follows. First the qualitative and quantitative as-
pects of emotions in the OCC model will be discussed. Then the way in which
the qualitative aspects have been formalized will be reviewed. Finally, a way of
formalizing and integrating quantitative aspects will be proposed.



2 Qualitative and Quantitative Aspects of Emotions in
the OCC Model

The OCC model describes a hierarchy classifying 22 emotions, of which half
are positive and half are negative. They are: joy, distress, hope, fear, satis-
faction, disappointment, relief, fears-confirmed, happy-for, resentment, gloating,
pity, pride, shame, admiration, reproach, love, hate, gratification, remorse, grat-
itude, and anger. The hierarchy contains three branches, namely emotions con-
cerning aspects of objects (e.g., love and hate), actions of agents (e.g., pride and
admiration), and consequences of events (e.g., joy and pity). Additionally, some
branches combine to form a group of compound emotions, namely emotions con-
cerning consequences of events caused by actions of agents (e.g., gratitude and
anger). Each pair of emotions in the listing above (i.e. joy–distress, hope–fear,
etc.) are called opposing, but this does not rule out the possibility of such a pair
being triggered simultaneously. Indeed, agents are allowed to experience ‘mixed
feelings’ with respect to a certain situation. The conditions that elicit these 22
emotions are described by OCC very concisely in natural language.

Steunebrink et al. [2] have formalized these eliciting conditions in dynamic
logic, creating a formal qualitative model of emotions. (Note that in [2] only a
subset of the qualitative model is described due to space limitations; a complete
formalization exists nonetheless.) This model specifies precisely when emotions
are triggered, but quantitative aspects are missing.

In the OCC model, quantitative aspects of emotions are described in terms of
potentials, thresholds, and intensities. For each of the 22 emotions, OCC provide
a list of variables that affect the intensity of that emotion if its eliciting conditions
hold. Perhaps somewhat misleadingly, the idea is that the weighted sum of these
variables equals the emotion’s potential. The intensity of an emotion is defined
as its potential minus its threshold, or zero if the threshold is greater than the
potential. The workings of thresholds of emotions are not specified by OCC,
but they probably depend on global variables indicating an agent’s ‘mood.’ For
example, if an agent is in a good mood, the thresholds of the eleven negative
emotions are increased, causing a lower (or zero) intensity to be associated with
a negative emotion, if one is triggered. Emotions that are assigned a positive
intensity may in turn influence the mood of an agent, entangling the dynamics
of long-term moods and short-term emotions.

The main idea behind separating emotion potentials and intensities is to be
able to reason about why some emotions have no effect on an agent (i.e. the
agent is not aware of the emotion and it does not influence its behavior) even
though their eliciting conditions hold; namely, when the eliciting conditions of
an emotion hold (as defined by a formal qualitative model), but its potential is
calculated to be below its threshold, an agent can still recognize that an emotion
has been triggered and reason about why it does not affect him (e.g., maybe the
mood of the agent was ‘too good’ for him to be affected by shame, even though
the agent is aware it performed a blameworthy action).



3 From a Qualitative to a Quantitative Formalization of
Emotions

In the construction of a quantitative model of emotions, we build upon the qual-
itative model of Steunebrink et al. [2]. This qualitative model is an extension of
the KARO framework [3, 4], which is a mixture of multi-agent dynamic logic and
epistemic / doxastic logic, additionally providing several (modal) BDI operators
for dealing with the motivational aspects of artificial agents. In the qualitative
model, emotions are represented as emotional fluents that can be reasoned with
in the object language. There are 22 types of emotional fluents, one for each of
OCC’s emotion types. Each emotional fluent takes between one and three argu-
ments, namely, the objects of the emotion in question. For example, the single
object of joy is a goal formula (containing one or more subgoals which the agent
experiencing joy has just accomplished), whereas the three objects of gratitude
are an agent, the (praiseworthy) action it performed, and a conjunction of sub-
goals it accomplished for the agent experiencing gratitude. Moreover, for each
of the 22 emotion types, there is a corresponding set, defined in the semantics
of the language, which contains the appropriate objects for that emotion type.
An emotional fluent then holds in the object language if and only if the tuple
of its objects is an element of the semantically defined set corresponding to that
emotional fluent.

The crux here is that the conditions under which these semantically defined
sets contain certain elements (i.e. the objects of an emotion) correspond closely to
the eliciting conditions of the emotion type in question as prescribed by the OCC
model. For example, because the OCC model defines joy as being pleased about a
desirable event, the semantic set Joy(a, s) for an agent a in state s only contains
an event κ if an action has just been performed that has led the agent to become
aware of the accomplishment of one or more previously unachieved (sub)goals.
Defining emotions by using syntactic emotional fluents backed by semantic sets
(i.e. s |= joya(κ) ⇔ κ ∈ Joy(a, s)) has as advantage that propositions in the
object language containing emotional fluents can actually be proven semantically.
In other words, there is no need for defining emotions as abbreviations of other
formulas; in fact, none but two of the emotions (i.e. hope and fear) can be written
as one side of a bi-implication in the object language of the qualitative model.

The quantitative model that we propose is built on top of the described qual-
itative model as follows. The satisfaction of an emotional fluent in a certain state
(e.g., s |= joya(κ)) is regarded as a trigger for associating a potential, thresh-
old, and intensity with the emotional fluent and for calculating their quantities.
The potential and threshold of each triggered emotion are only defined for the
state in which the corresponding emotional fluent holds. Emotion intensities,
on the other hand, endure for some time, usually decreasing over time. In or-
der to model enduring quantities, the dynamic logic underlying the qualitative
model will need to be extended with a state history. In a dynamic logic (such as
KARO), a history of states visited by the multi-agent system and actions taken
in those states can easily be kept in the Kripke structure of actions. Given such a
history of the multi-agent system, a (collective) memory of emotions experienced



by each agent in each state can be constructed; namely, as a set containing for
each state in the history all emotional fluents that hold in that state. Emotion
intensities are then defined for all emotional fluents that are contained in the
emotional memory of the multi-agent system. So potentials and thresholds are
only associated with emotional fluents that hold in the actual state, whereas
intensities are associated with each emotional fluent in the emotional memory,
making them persist over multiple states of the multi-agent system.

Because functions defining the values of intensities are obviously dependent
on a time parameter, the dynamic logic of the qualitative model must be further
extended to include temporal information so that an explicit representation of
time is available to the intensity functions. The intensity of an emotion can be
modeled using any function (this is application-dependent), but an inverse sig-
moid function could be a natural default choice. However, as an inverse sigmoid
function only reaches zero in the limit, an additional cut-off threshold must be set
so that the intensity of an emotion (together with its effect on an agent’s behav-
ior) can be discarded within a finite amount of time. Note that in the qualitative
model there exist several conditions under which a pair of opposing emotions
are triggered simultaneously, but this implies by no means that the intensities
associated with these opposing emotions should be the same, or be related at all
(with the exception of hope and fear, who’s intensities should be complementary
and always sum to a constant [1]). For example, it is possible that gloating and
pity with respect to the same agent and event are triggered simultaneously, but
that the emotional fluent corresponding to gloating gets assigned zero intensity,
whereas pity gets assigned some positive intensity, because the other agent is
being admired. Here we see that even though the qualitative model prescribes
that in a certain situation opposing emotions can be experienced together, the
quantitative model does not have to lead to mixed feelings.

In order to actually define the emotional ‘characters’ of agents for some appli-
cation, 66 functions must be specified for each agent, i.e. a potential, threshold,
and intensity function for each of the 22 emotion types. (Although this may
appear to be a lot, many of these functions may be very similar.) For the run-
ning example, consider for the emotion “joy” the potential function Pjoy, the
threshold function Tjoy, and the intensity functions Ijoy (these are three of the
66 mentioned functions). In general, the parameters of each of these 66 functions
are the current state of the multi-agent system, the time, and the objects of the
emotion in question, because from these parameters all necessary information
about the state of mind of an agent can be derived. The potential functions must
be defined as the weighted sum (denoted as −→w · ) of the variables (denoted as
−→x ) that according to OCC affect intensity, e.g., Pjoy(a, s) := −→w · −→x = qp (we
assign this quantity to qp for brevity). How these variables themselves (e.g., ef-
fort, desirability, likelihood) are calculated and what weights are used are again
application-dependent and defining for the emotional ‘character’ of the agent.
The OCC model does not prescribe any particular constraints for the thresh-
old functions, but they are hinted to depend on the ‘mood’ of the agent, e.g.,
Tjoy(a, s) := −w · Mood(a, s) = qt (we assign this quantity to qt for brevity).



Note that because joy is a positive emotion, the mood must negatively influence
the emotion’s threshold (denoted as −w · ), i.e., a positive mood must lower the
threshold so that the intensity will be greater; indeed, there should be no minus
sign in the threshold functions for the negative emotions. As mentioned above,
a (collective) emotional memory Emem is defined over the state history of the
multi-agent system, so if at some later time point t′ the multi-agent system is in
state s′, one can retrieve the potential and threshold quantities (qp and qt in this
example) of the triggered emotions, e.g., (joya(κ), qp, qt, t) ∈ Emem(s′). (Note
that the framework should be extended with temporal information so that the
time of triggering t can also be recorded.) An intensity quantity is then associ-
ated with each entry in Emem. The intensity functions can by default be inverse
sigmoid functions, with the difference between the potential and threshold as
the numerator (if this difference is negative, the intensity should be set to zero
altogether), and the difference between the current time and triggering time in
the exponent, e.g., Ijoy(a, s′, t′) := max(0,

qp−qt

1+e(t′−t−µ)δ −θ). Some variables spec-
ifying the inverse sigmoid function also need to be set, i.e. the half-life µ, fall-off
speed δ, and cut-off threshold θ, such that µδ ≈ − ln 0.01 and 0 < θ � qp − qt.
Note that other types of intensity functions are also possible (especially for hope
and fear).

4 Related Work, Conclusions, and Future Work

Previous work on specifying and implementing emotions carried out by Meyer [3]
and Dastani [5] follows Oatley & Jenkins’ model of emotions [6] and comprises
only four emotion types (happy, sad, angry, fearful), but quantitative aspects of
emotions were not considered. Our work is also similar to other computational
models of emotions, such as EMA [7], CogAff [8], and the work of Picard [9].

In this paper, we have provided an overview of how the conditions eliciting
the 22 emotions of the OCC model have been formalized in a qualitative model.
We have described how this qualitative model can be extended to a quantitative
model of emotions. Specifically, we have described how potentials, thresholds,
and intensities can be associated with the qualitative emotions, and how and
when their values should be calculated. Issues such a computational complexity
and the possible need to empirically determine parameter settings have been
taken into account when developing this formalization, but we have not yet
explicitly dealt with these issues and justified our choices.

In future work, the dynamics of a ‘mood’ and its influence on threshold func-
tions has to be further taken into account. It also remains to be investigated how
functions for calculating e.g. effort, desirability, and likelihood can be defined.
Furthermore, it remains to be studied what the actual effects of emotions with
positive intensities should be on the deliberation of an agent, i.e., in what way
emotions can function as heuristics for focussing the attention of the deliberation
process of an agent.
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Abstract. This paper presents a computional approach to classify (ger-
man) descriptions of TV-programmes based on emotional generalization
of queries. Emotions are represented formally in a two dimensional coor-
dinate system. Each emotion is positioned with respect to its valence and
arousal – two fundamental categories in psychological research on emo-
tions. Text mining is enabled by applying Whissel’s and Plutchick’s
results on the relatedness between emotions and words (see [1]). The
approach is implemented in a TV recommender system that allows the
user to set the emotional profile for desired TV programmes.

1 EPG Data, Recommender Systems, and the Real User

Via satellite the Electronic Programme Guide (EPG) provides an enormous
amount of information about TV programmes with natural language descrip-
tions about the content of programmes. Viewers are overwhelmed by the huge
number of channels and programmes when they select a programme to watch.

For the design and implementation of TV recommendation systems sophis-
ticated user models such as [2] are used. In order to allow for default reasoning,
stereotypes for users are applied which are based on the analysis of the average
user’s lifestyle (see [3]). Much attention is paid on the issue on how to design
an attractive, functional, and easy-to-use graphical interface between users and
the recommendation system (see [4]). In order to increase the user’s confidence
in the system proposals, the generation of trust-worthy suggestions that take
programmes watched ealier into account has been studied in detail (see [5]). For
the implementation of the search, different approaches and theories of reasoning
have been applied: (statistical) classifiers such as neural nets [6], fuzzy logic [7],
similiarity based reasoning [8] – to name the most prominent ones. We use a
text mining based approach as the necessary computations can be carried out
quickly. Performance is an important factor as the system is dedicated to run in
real-time on an embedded platform in TV sets.

In a user study [9] conducted as part of the research project EMBASSI (see
[10]), candidates were situated in front of a computer display that suggested an
automatic recommendation system to be at work. The users were allowed to ask
arbitrary questions about available TV programmes. A Wizard-of-Oz provided
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Fig. 1. Some emotion words with V/A coordinates

responses. The experiments showed that users express emotional attitudes they
desire the programme to have, or even their own emotions hoping the system
would come up with proposals that match their mood:

Liebe, Romantik (Love, romance) Entspannen (relax) Show, Witz (Show, fun)

2 Our Approach

The examples above indicate that current recommender systems do not use the
optimal feature for proposals. Ideally, the best user interface for a TV recom-
mender system would support natural language and be operated with a mi-
crophone. However, current TV hardware does not provide the resources for
real-time and speaker independent speech recognition. Additionally, processing
the semantics of such kind of natural language input is infeasible in practice.

2.1 Psycholinguistic Knowledge for Emotion Detection in Texts

Still, we would like to keep the emotional aspect as a recommendation criterion.
For this purpose, we use the valence/arousal model by Whissel (described in [1],
pp. 39), which gives each emotion represented by an adjective a fixed position in
a two dimensional coordiante system. Valence indicates emotion quality, hence
whether it is considered a positive or negative emotion. Arousal stands for the
activation level an emotion possesses “i.e. the strength of the person’s disposition
to take some action rather than none” ([1], p. 39). The table in Fig. 1 shows
some English adjectives along with their German translation and their position
in the two dimensional valence/arousal model (see colums activ and eval).

The valence/arousal model allows us to relate emotions and vocabulary. On
the other hand, it allows to localize moods such as fun, sadness, chill, or action
(see the sliders in Fig. 2(a)) in certain regions of the model. This relationship
between moods and vocabulary can be exploited for finding recommendations:
if the user wants to see something chilling then the adjectives assigned to the
emotions in the region for chill are good features to search for.

2.2 Extending the vocabulary

We search for features in EPG free text descriptions of TV programmes (see
section 1) that contain many words that are not related to a point in the va-



3

(a) User interface (b) Relation between words and topics in a query
and in a free text description

Fig. 2. From emotions to words

lence/arousal model. However, we can still extract more information out of free
text descriptions as we use a lexicon that organizes German words around topics
[11]. Each adjective in the valence/arousal model is also found in at least one
topic group together with a number of other words (see Fig. 2(a)). All these
words serve as features as well. Fig. 2(b) gives an example.

2.3 Computing Recommendations

The most important advantage of this approach is that we do not need literal
matches of words for a hit, but of topics only (as indicated by the black arc in
Fig. 2(b). In order to rank the words which serve as features among each other we
compute their semantic distance in GermaNet, the German version of WordNet.
Along with the frequency of each topic, we use this semantic distance to compute
the TF×IDF-value of each identified topic as in the following example:

Topic ID . . . 15.1 15.16 15.61 15.70 15.9 16.9 17.20 19.1 2.14 ...
TF× IDF . . . 1.17 0.69 0.69 0.69 0.69 0.69 0.69 0 0 ...

As most approaches to text mining do, we use the standard scalar product
as similarity measure between a free text description d and a query q:

sim(d, q) =
∑

i

(d[i] · q[i])

If d and q are normalized to length 1, the scalar product sim(d, q) is a real
number that tells how big the angle between q and d is. For our task of finding
texts that are as close to the query as possible, ideally sim(d, q) = 1. This
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means that d and q are identical. In any case, if we have N texts with feature
vectors dk (1 ≤ k ≤ N) we can rank the texts so that sim(dk, q) is descending
when k is ascending. This means d1 matches q best and therefore is the best
recommendation the system can provide.

3 Results and Conclusion

The evaluation of a system such as ours is tricky as the correlation of pro-
gramme descriptions with emotions is highly personal. Experiments with 1600
programme descriptions give good results for some slider bar categories like
‘Erotik’, but quite bad results for others, like ‘Anspruch’. The different quality
can be attributed to the fact that ‘Anspruch’ is hard to map properly to the
V/A-diagram.

We conclude that the presented approach is feasible, still, large scale experi-
ments with real users have to be conducted.
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Abstract. This paper reports on a pilot study applying emotion recognition 

technologies developed for Human-Machine-Interfaces in automobile research. 

The aim of the study was to evaluate technologies for quantifying driving 

pleasure in a close-to-reality scenario. Results show that car driving scenarios 

pose particular requirements on emotion recognition technologies which could 

be met by modifications of current systems. 
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1   Introduction 

A task in vehicle development is to configure vehicles not only according to security 

aspects, but also to ensure passengers feeling well and enjoying their drive. The 

pleasure of driving a car or, more general "the positive emotional interaction with the 

product car" is vitally important for the acceptance and the success of a vehicle model 

today [1]. Driving pleasure is determined particularly by the driving feeling, which 

arises from the complex reciprocal relationship driver-vehicle-environment. 

Measuring emotional reactions of drivers in close-to-reality environments opens 

extended views of the interaction driver-vehicle and supplies important information to 

design vehicles to better comply to and satisfy constantly increasing customer 

demands. 

This paper reports on a pilot study applying emotion recognition technologies 

developed for Human-Machine-Interfaces in automobile research. The aim of the 

study was to evaluate technologies to quantify driving pleasure in a close-to-reality 

scenario. 

2    A Short Overview of Research Findings on Driving Pleasure 

The topic “driving pleasure” was primarily explored by means of interviews or 

studies in driving simulators. Only very few studies have been performed to capture 

positive experiences of non-professional drivers in natural environments [2]. Beyond 



that no scientific investigation is known assessing driving fun of non-professional 

drivers with quantitative measures. While common studies rely solely on retrospective 

questionnaires and interviews, for product development purposes new methods to 

quantify the emotional state of the driver are needed. They would provide objective 

information in very small time intervals without interference of the driver. This 

accurate information is desirable, because in future research it is intended to combine 

objective conditions for instance driving dynamic measures with the emotional 

reaction of the driver. It is remarkable that the positive aspects of the activity “driving 

a car” were neglected so far by psychological research, although studies showed 

consistently that the majority of the people enjoy the activity driving [3]. 

3 Technologies Applied 

Emotions are manifest in physiological changes controlled by the autonomous 

nervous system [4]. They can either be observed by humans, such as facial features, 

gestures, or changes of the voice, or they can be less obvious, like heart rate, blood 

pressure, skin temperature, electro-dermal activity, or pupil dilation. Sensors and 

modern computing technology today offer possibilities to access a variety of emotion-

related parameters, including those not observable by humans, in a non- or minimally 

intrusive way. In the following we shortly describe the technologies used to infer the 

emotional state of drivers. 

Emotion Recognition from Speech: Speech parameters have been examined for 

correlations with emotions for a long time. In connection with computers and other 

applications, results are increasingly acceptable [5]. 

At Fraunhofer IGD we work on tools to extract emotion information from a user's 

voice. While our research covers quality features of the speech signal, prosody, and 

semantics, in this study only emotion-related features of the speech signal have been 

analysed [6, 7]. For analysing the data, techniques from data mining and knowledge 

discovery have been applied. The extracted information then is used to build two 

classifiers based on the valence/arousal model [cf. 8, 9], one for detecting valence and 

one for arousal. They were trained on 10% of the collected data and tested using 10-

fold cross-validation. They were then applied on the remaining 90%. 

Emotion Recognition from Facial Features: During the last decade, a lot of 

research on facial expression recognition has been conducted [10]. Model-based 

approaches have proven to be highly appropriate for interpreting images in real-world 

scenarios. At the Technische Universität München, we developed algorithms that 

robustly localize facial features and seamlessly track them through image sequences 

in order to interpret facial expressions. They are able to determine the six universal 

emotions specified by Ekman [11], and to give evidence about the magnitude of the 

visible expression. 

An Active Shape Model [12] represents the contour of the face and it is fit to the 

camera image via learned objective functions [13]. Successfully tracking a human 

face during some period of time, our system determines the motion of the individual 

parts such as eyes, chin, cheeks, and lips. A previously learned classifier uses this 

information to infer the currently visible facial expression.  



Emotion Recognition from Physiological Data: Emotion-related changes of 

physiological parameters have been studied for a long time [14] and can be 

considered to be the emotional signs best understood today. A number of proof-of-

possibility studies for emotion detection in non-lab settings have been performed, 

using either commercially available sensor equipment for physiology data or 

experimental devices. Among the latter are stationary, mobile, or wearable systems 

[15, 16], or furniture equipped with sensors [17]. 

At Fraunhofer IGD we developed a wireless and easy to use sensor system for 

collecting the emotion-related physiological parameters skin resistance, skin 

temperature, and heart rate [16]. As can be seen in figure 1, the EREC system (for 

Emotion RECognition) consists of a glove hosting sensing elements for skin 

temperature and skin resistance, a wrist pocket containing sensing electronics, and a 

base unit performing data enhancement steps and storing the data on an SD card. The 

system is particularly suitable for mobile applications since it provides for both, 

immediate data communication to a nearby computer, and storage of data on an 

exchangeable memory card. It has been used in several studies of different application 

fields, inside and outside a lab, and proved to be stable and reliable [18]. In this study, 

the wireless option has proved to be very useful for checking the quality of data in the 

setup phase. During the study, data have been recorded on memory card. 

4 Study 

The objective of this pilot study was to apply sophisticated emotion recognition 

techniques into a test car and to demonstrate their applicability for the described 

purpose. Three research institutes cooperated and provided two cars with sensory 

equipment to conduct a study in a close-to-reality environment. For safety reasons it 

was decided to do the study on a separated proving ground in Southern Germany. 

A middle class saloon car (‘new car’) with a performance of 170 hp and a 25 year 

old previous model of this series (‘forerunner’) were used for a comparative study. 

Eight participants (age 33-53), all non-professional drivers, were invited. They drove 

on their own on three different courses: an autobahn-like course, a course similar to a 

rural road and a demanding handling course. Figure 1 shows the technical setup. 

4.1 Setup 

Technical setup: For recording the speech data, a capacitor lapel microphone has 

been connected to a Marantz PMD 660 audio recorder which stored the data on a 

removable flash card. The microphone was attached to the safety belt, at chest level. 

The recorder was placed on the backseat. 

The EREC glove and chest belt were put on by the test persons at the beginning of 

the session. Sufficient time was allowed for the users to become familiar with the 

components and adjust them for most possible comfort. The base unit was placed in 

the center storage shelf of the car. For the facial data, a small video camera was fixed 

at the front column of the car. The video signal was recorded by a Sony Digital Video 

Walkman, which was placed on the backseat. 



 

Fig 1. Technical setup of the study 

Both cars were equipped with cell phones and hands free sets, in order to give 

instructions to the drivers. For logging the actual position and the basic driving 

dynamic data the GPS-based Racelogic VBOX Mini was used. 

 

Additional data acquisition: Additional to the quantitative measurements of the 

emotional state, the participants were asked via questionnaires and in interviews 

before, during, and after driving about their subjective feelings. These results and the 

detailed methods are not presented here. 

4.2 Results 

Speech analysis: Parameters found to be most related with emotional speech were 

changes of pitch, intensity, and energy changes over frequency bands. We achieved 

an average confidence of 1.1-1.2 for valence and 0.9-1.0 for arousal. 

Valence is found to be generally higher for the new car (6.11 vs. 5.45), particularly 

so for the handling course (6.62 vs. 5.58). Arousal is just slightly higher for the new 

car (6.0. vs. 5.95) but more significantly at the handling course again (6.13 vs. 5.47).  

Facial features: Our system recognizes well-posted facial expressions that 

incorporate a lot of facial motion best, such as happiness or surprise. In these cases, 

facial motion is well-distinguished from head motion and background motion. In the 

car-scenario, we are interested in determining happiness, however, the results of our 

investigation show that drivers don't express this emotion strongly while being alone 

in the car. The presence of non emotional-related head motion while observing the 

traffic makes facial expression recognition very difficult. 

The results of our investigation illustrate that the drivers express happiness with a 

magnitude of 5.5% on average and with a peak value of 19.8% in the new car. In 
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contrast, happiness is expressed with a magnitude of 4.2% in the forerunner car 

(15.0% peak value). The underlying scale is derived from the image sequences of the 

Cohn-Kanade-Facial-Expression-Database [19], where the first image denotes a 

neutral face (0%) and the last image denotes the maximum expression (100%). 

Physiology: Physiological data have been gathered with different reliability. While 

skin resistance and skin temperature proved to be reliable data sources, heart rate data 

from the chest belt were less secure. As elaborated in consecutive tests, the chest belt 

data link was most likely affected by electro-magnetic interferences from servo and 

wiper drives. Further we found that the amount of training data for classifiers was too 

small to achieve results of sufficient confidence. Due to these circumstances we 

decided to not take physiological data into account for the final results. 

5 Discussion 

Speech data reveals that in the forerunner car arousal rises significantly on the 

speedway, compared to the other courses. In combination with results from interviews 

this leads to the conclusion that drivers of the forerunner car feel more fearful at this 

part of the course. With the new car arousal is higher on the speedway as well. 

Interview results lead to the conclusion that this increase in arousal is due to feelings 

of happiness, fun and joy. 

Recognizing facial expressions in real world scenarios poses a higher challenge to 

both correctly fitting the face model and classifying the facial expression. In lab 

environments colour, texture, and motion of the background as well as the brightness 

and the position of the light source are controllable. While showing facial expressions 

in the laboratory, people are often asked to stop talking and reduce head movements 

as well as facial muscle activity that are not related to facial expressions. However, 

these activities occur often in real world scenarios and therefore, they have to be taken 

into account.  

For the physiological data it can be said that other means for detecting heart rate 

needs to be found for future studies in cars. The main reason for the physiological 

data not being usable in this study was the lack of sufficient training data. This was 

mainly due to the tight schedule which didn’t allow for an extra data collection 

session with each participant. Our plans to retrieve sufficient training data at the 

beginning of the main session proved to be unsuitable. 

Concluding it can be said that all modalities give evidence that valence, i.e. the 

feeling well of the test persons was generally much higher in the new car. This study 

can also be seen as a prove that affect sensors can be applied to measure positive 

emotions in real-world settings, and that only a combined analysis of all modalities’ 

results leads to useful results. 
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Introduction 

While the individual sciences of cognition continue to make valuable contributions to 
understanding the mind, they do so within different and sometimes incompatible 
methodological and terminological frameworks. This is especially true with respect to 
the study of emotion. Yet the question what it is that makes a system emotional (i.e. 
“what does it mean to have an emotion?”), and how this can be captured in a 
computational model is rarely discussed in depth, nor is it differentiated from the 
question of how emotional behaviour can be described (i.e. “what does emotional 
behaviour look like?”). I will briefly look at some of the dominating paradigms in 
artificial emotion research, such as appraisal models and their conceptual relatives, at 
architectural models and at state space models, and compare them with respect to 
their explanative approaches. I would like to make the argument that most of the 
available models focus on descriptions and do not address the functional definition of 
emotion that necessarily underlies that description. Without such an understanding, 
however, it will be difficult to capture the role of emotion within cognitive processes, 
such as perception, memory, action control, planning and anticipation. 

 
What does define the difference between functionalist and descriptionalist models?–
Without a recourse into an entirely non-trivial domain of philosophy, let us just look 
at a simple example: a car-engine. Such an engine offers a lot to describe and 
measure: the dimensions and densities of different parts, the fluctuation of 
temperature patterns during the movement of the parts and so on. Yet to an engineer 
that wants to understand how the engine works, and how it could be recreated or 
replaces by an equivalent mechanism, these descriptions need to be applied to a 
functional frame of reference, which captures the underlying necessary and sufficient 
conditions for the observable performance. Thus, we will need to apply a conceptual 
structure which separates the engine into functional parts and relations. Without such 
a structure, we will not only be unable to distinguish car-engines from different 
mechanisms or to explain failures of the system, but we may also find us confronted 
with mysterious “explanatory gaps” between the description and the system we want 
to describe.  

Most models of emotion account for the descriptional aspect ([1], [2], [3], [4]): 
– What emotional states can a system have? 
– Which events (in the environment) trigger emotions? 
– What behavior is in turn triggered by emotions? 
– How can emotional states be expressed? 
– How can emotional states of humans be recognized? 



While this is useful, the functional aspect of emotion–requiring the dissection of the 
emotional system itself in its constituents, and the identification of the relationships 
between them–is surprisingly often ignored. The functional modeling of emotion will 
require thorough conceptual analysis: how does emotion configure cognition? What is 
the relationship between emotion and motivation, and how does emotion interact with 
physiological and cognitive drives? What constitutes the phenomenal dimension of 
affects, and how and when are affects bound to objects? 

The Example of Appraisal Models 

Have a look at the well-known conceptual analysis of emotion by Ortony, Clore and 
Collins [2]: Here, emotions are distinguished into three main classes with respect to 
their object. Objects of emotion are either the consequence of some event, an aspect 
of some thing, or the action of some agent. (This marks a difference to ‘emotion 
space’ approaches–see below–which are relatively indifferent to the object of an 
affect and focus on the nature of the affect itself). From this perspective, the 
difference between social emotions (the appraisal of the actions of oneself or other 
agents) and event-based emotions (hope, relief) becomes visible. 

At the first stage, the OCC model distinguishes for each group of emotions whether 
they are positively or negatively valenced; for events this is their degree of 
pleasurableness, resentment etc., for agents it is approval or disapproval, and for 
objects it is their desirability, and thus the degree of attraction or repulsion. 

Event-related emotions are further separated depending on whether the 
consequences apply to others or oneself, and whether the event is already present or 
not. Present events may lead to joy or distress, anticipated events to hope and fear. If 
the anticipated events materialize, the reactions are either satisfaction or the 
confirmation of fear, if they do not occur, then the consequence is either 
disappointment or relief.  

Emotions with respect to events happening to others depend on the stance taken 
towards these others–if they are seen positively, reactions may be happiness for them, 
or pity (if the event has negative consequences). If the others are resented, then a 
positive outcome may lead to envy and resentment, a negative to gloating. 

Agent-oriented emotions (attributions) depend on whether the agent is someone 
else (who may be admired or reproached), or one self (in which case the emotion 
could be pride or shame). 

Of course, appraisals may also relate to the consequences of events that are caused 
by the actions of agents. The OCC taxonomy calls the resulting emotions 
‘attribution/well-being compounds’: Here, if oneself is responsible, the reaction may 
be gratification or remorse, and if the culprit is someone else, it could be gratitude or 
anger.  

The OCC model is an engineering approach that constructs the emotion categories 
based on systematizing our commonsense understanding of emotion. Every emotion 
can be specified in a formal language, by using threshold parameters to specify 
intervals of real-valued variables in a weight-matrix. On the other hand, it does not 
say much about how the cognitive appraisals are realized–this is left to the designer of 
an architecture for a believable agent. 



 
Another appraisal model, this time rooted in psychological methodology, has been 
suggested by Scherer [5], [6]. He proposes that emotional states are the result of 
stimulus-evaluation-checks (SECs), which are the equivalent to appraisals and 
performed by the human cognitive system. 

According to Scherer, there are five major SECs, along with a number of sub-
checks: 
- novelty (with sub-checks for suddenness, familiarity and predictability) 
- intrinsic pleasantness 
- goal significance (with sub-checks for goal relevance, probability of result, 

expectation, supportive character, urgency) 
- coping potential (with sub-checks for agent, motive, power and adaptability) 
- compatibility (asks for conformance to social norms and standards, with sub-

checks for externality and internality) 
Scherer maintains that every emotion is uniquely defined by a combination of checks 
and sub-checks [3]. For a model with 14 emotions, which were organized with 
weights in a space of 15 dimensions (corresponding to the checks and sub-checks), 
Scherer achieved a level of agreement between his subjects and the model of 77.9%. 
Scherer also proposes a cognitive architecture with five different sub-systems to go 
with his emotion model, but his attempt at classifying emotions has a behaviorist 
core–emotions are only relevant as a link between external stimuli and externalizable 
responses.  

Frequently, however, the onset and degree of emotional episodes does not stand in 
a strong relationship to a triggering external situation, especially with respect to 
undirected, basic emotions, like angst and extasy, which may simply result from the 
neurochemical setup of the brain at the time, or a stimulation of brain areas (see, for 
instance [7]). This is also true if they are bound to a cognitive content and angst 
becomes fear, extasy becomes joy. Sometimes, we just have the ‘wrong’ emotion, and 
a model that binds all emotional states to appraisals of external stimuli instead of 
examining the nature of the emotional state itself is going to meet a boundary, beyond 
which it can not explain its object any more. 
 
Appraisal models [8], [9] like the ones mentioned above treat emotions as pre-defined 
categories and explain what events trigger them, and how they change behavior and 
expression. In this view, emotions are triggered by a causal interpretation of the 
environment [10], [4] with respect to the current goals, beliefs, intentions and 
relations of the agent. By evaluating these, a frame of the appraisal and a 
corresponding affective state of the agent are set, which in turn enable it to cope with 
the situation. These models are very useful for engineering applications, for instance 
in social simulation with multi-agent systems [11] and for the creation of believable 
behavior in animated characters for computer games and movies [12], [13]. From a 
functionalist point of view, however, appraisal models fall short when it comes to 
explaining what exactly happens between stimulus and response. To explicate how 
emotions emerge from cognitive functioning, they will have to be identified as 
features of a broader architecture of cognition [14], [15], and the decomposition of 
emotions into proto-emotional dimensions (modulators [16]) and/or primary or 
atomic emotions [1], [17]. 



Explaining the How of Emotion 

When we treat emotions as aspects of a broader functionalist model of cognition, they 
become an emergent phenomenon: they appear on a different descriptional level, as 
the particular way cognitive processing is carried out. For example, anger is not just 
the cooccurrence of negatively valenced events in the environment of an agent, 
correlated with sanctioning behavior. Anger is a name for a family of complex 
cognitive configurations, initiated by the failure to attain a goal in the face of an 
obstacle and is characterized by a low resolution level, which leads to a limited 
problem solving capacity and neglect for details. Also, the failure increases the sense 
of urgency, which in turn amplifies the activation level, leading to more impulsive 
action, and a narrower examination of the environment.  

Obviously, such a description rests on the premises of a cognitive architecture that 
supplies us not only with the ability to conceptualize goals and sense failure, but also 
with activation, urgency, resolution level and a motivational system in general. Here, 
let us just look at the proto-emotional dimensions (modulators) of such an 
architecture. 

 

 

Fig. 1. Dimensions of Wundt’s emotional space (see Wundt 1910). 

One of the first attempts to treat emotion as a continuous space was made by Wilhelm 
Wundt in 1910 [18]. According to Wundt, every emotional state is characterized by 
three components that can be organized into orthogonal dimensions. The first 
dimension ranges from pleasure to displeasure, the second from arousal to calmness, 
and the last one from tension to relaxion (figure 1), that is, every emotional state can 
be evaluated with respect to its positive or negative content, its stressfulness, and the 
strength it exhibits. Thus, an emotion may be pleasurable, intense and calm at the 
same time, but not pleasurable and displeasurable at once. Wundt’s model has been 
re-invented by Charles Osgood in 1957, with an evaluation dimension (for 
pleasure/displeasure), arousal, and potency (for the strength of the emotion) [19] and 
re-discovered by Ertel [20] as valence, arousal, and potency. 

 



Wundt’s model does not capture the social aspects of emotion, so it has been 
sometimes amended to include extraversion/introversion, apprehension/disgust and so 
on, for instance by Traxel and Heide, who added submission/dominance as the third 
dimension to a valence/arousal model [21]. 

Note that arousal, valence and introversion are themselves not emotions, but 
mental configuration parameters that are much closer to the physiological level than 
actual emotions – we could call them proto-emotions. Emotions are areas within the 
space spanned by the proto-emotional dimensions. 

 
A much more detailed model is supplied by Dörner’s Psi theory [16], [15], where the 
modulators  span at least a six-dimensional continous space: Katrin Hille [22] 
describes it with the following proto-emotional dimensions: arousal (which 
corresponds to the physiological unspecific sympathicus syndrome and subsumes 
Wundt’s tension and arousal dimensions), resolution level, dominance of the leading 
motive (usually called selection threshold), the level of background checks (the rate 
of the securing behavior), and the level of goal-directed behavior. (The sixth 
dimension is the valence, i.e. the signals supplied by the pleasure/displeasure system.) 
The dimensions are not completely orthogonal to each other (resolution is mainly 
inversely related to arousal, and goal-orientedness is partially dependent on arousal as 
well). This way, the emotional dimensions are not just classified, but also explained 
as result of particular demands of the individual. The states of the modulators (the 
proto-emotional parameters) are a function of the urgency and importance of motives, 
and of the ability to cope with the environment and the tasks that have to be fulfilled 
to satisfy the motives.  

 
Thus, emotions can be functionally divided into a lower emotional level (affects):  
– Not an independent sub-system, but aspect of cognition 
– Emotions are emergent property of the modulation of perception, behavior and 

cognitive processing 
– Phenomenal qualities of emotion are due to  

– effect of modulatory settings on perception on cognitive functioning  
– experience of accompanying physical sensations  

and a higher level (directed emotions): 
– Directed affects 
– Objects of affects are given by motivational system 
– Behavioral propensities are given by motivational system or acquired by learning 

 
The available space does not permit to give more than a shallow introduction into the 
models mentioned above. Yet I think it becomes clear that functional models of 
emotion do not contradict the descriptional approaches. Instead, they supply them 
with an architecture, a framework that is eventually necessary to clearly capture the 
object of our work: to understand the nature of emotion. 
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