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Introduction 

 

The  workshop  series  “emotion  and  computing  –  current  research  and  future  impact”  has  been 

providing a platform for discussion of emotion related topics of computer science and AI since 2006. 

The main focus of the workshop shifts within the wide range of topics and fields of research related 

to  emotions  interpreted  and  generated by  a  computer. Motivations  for  emotional  computing  are 

manifold.  The  scientific  papers we  discuss  this  year  come  from many  different  fields  of  research 

which  also  go  beyond  the  scope  of  artificial  intelligence. We  are  expecting  a  fruitful  exchange 

between  researches  in  these  fields of  research, especially  in  the demo session and  the moderated 

discussion session which has become a key component of the workshop. 

Dirk Reichardt 

 

Overview 

 

On the Relevance of Sequence Information for Decoding Facial Expressions of Pain and 
Disgust ‐ An Avatar Study 

Michael Siebers, Tamara Engelbrecht, Ute Schmid 
 
A Method for Extracting Colors from Text to Visualize Readers’ Impressions 

Tomoko Kajiyama, Isao Echizen 
 
General Purpose Textual Sentiment Analysis and Emotion Detection Tools 

Alexandre Denis, Samuel Cruz‐Lara, and Nadia Bellalem 
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On the Relevance of Sequence Information for
Decoding Facial Expressions of Pain and Disgust

An Avatar Study

Michael Siebers, Tamara Engelbrecht, and Ute Schmid

Otto-Friedrich-Universität Bamberg, Germany

Abstract. Since Ekman and Friesen published their Facial Action Cod-
ing System in 1978 the typical facial expressions of many mental states
have been studied. However, most research concentrates on the set of
action units present during some facial expression—the sequence of the
action units is ignored.
In this paper we investigate human facial expression decoding capabilities
on videos of pain and disgust. Stimuli are videos taken of the emotional
agent Amber of the EMBR system. Base condition is the simultane-
ous onset of all involved action units. Treatment conditions are all 6
sequential permutations of mouth, eye, and brow related action units.
Additionally we compare the results with the decoding capabilities on
still images taken at maximal intensity.
The study with 87 subject shows that facial expressions of disgust are
decoded with significantly higher accuracy (82.9%) than expressions of
pain (72.0%, p < .000). For expressions of pain an ANOVA indicates
that the simultaneous onset of action units improves rating accuracy.
However, no difference between base and target conditions can be found
for facial expressions of disgust. For all conditions the raters’ gender and
age influences the accuracy significantly (p < .01). Across both expres-
sion types the rating accuracy is higher for videos (79.5%) than for stills
(48.9%).

1 Motivation

Communication is an important part of every-day life. The main part of con-
versation are verbal utterances. However, facial expressions and other nonverbal
cues also have a significant value in face-to-face communication. They uncon-
sciously convey the mental state of the utterer. Facial expressions are also a
part of human-computer-interaction. On the one hand it is desirable to guess
the mental state or sentiment the user is in. On the other hand avatars gain
credibility displaying facial expressions.

The facial action coding system (Ekman and Friesen, 1978) is the most used
facial expression description system in the behavioural sciences. Ekman and
Friesen described 43 independent facial movements—called action units. In most
research the relation between mental states and facial expressions is reported by
the occurrence and intensity of action units during some time period. However,
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there might be relevant information in the sequence in which those action units
appear.

We have selected two sentiments—pain and disgust—and investigate whether
the sequence of action units influences the sentiment decoding performance of
human observers.

In the next section we will present related work trying to model facial ex-
pressions of pain or disgust. In Section 3 we will describe the used stimuli and
the experiment set-up. The results of these experiments will be presented in
Section 4. Finally, we will conclude in Section 5.

2 Related Work

Fabri et al. developed an avatar system able to display 11 action units directly.
They claim that these action units are sufficient to encode the six basic emo-
tions (Ekman and Friesen, 1971). They validated this using a study with 29 sub-
jects (Fabri et al., 2004). They compared decoding correctness between videos
of their avatar and images of actors taken from the Pictures of Facial Affect
database (Ekman and Friesen, 1975). The identification ratio was significantly
higher (78.6%) in the images than in the virtual head (62.2%). Disgust in the
virtual head was identified in the fewest cases (around 20%). They used differ-
ent action unit combinations for each emotion. No details are available on the
sequence of action unit motion onsets.

Paleari and Lisetti (2006) modelled facial expressions according to Scherer’s
(1982) multi-level theory of emotions. Scherer postulates that emotions are the
result of the sequential evaluation of events. The evaluation steps are always
conducted in the same sequence. Scherer associated action units with some of
the steps performed. Paleari and Lisetti used the action units in the sequence of
the checks postulated by Scherer. They designed a single time pattern for each
of the six basic emotions. In an evaluation study with an unknown number of
participants disgust was identified in 64% of the cases.

To our knowledge no work was conducted regarding the animation of facial
expressions of pain. However, Schmid et al. (2012) tried to identify the temporal
action unit pattern of facial expressions of genuine pain. Pain was mechanically
induced to 124 voluntary subjects. The shown facial expressions were coded into
action unit sequences. An artificial grammar for the resulting sequences was
induced using alignment based learning. The coverage of the resulting grammar
was estimated at 65% using cross validation.

3 Experiments

We conducted an online experiment to investigate the influence of facial ex-
pression animation type on human decoding possibilities. Stimuli showing facial
expressions of pain, disgust, or a neutral expression were presented to partici-
pants. Then subjects had to categorize the stimuli as pain, disgust, or neutral.
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In the next section we will present the different types of stimuli and their gen-
eration. Afterwards we will detail the structure and realization of the online
experiment.

3.1 Stimuli Generation

Using the EMBR System (Heloir and Kipp, 2010) developed by the Embodied
Agents Research Group at DFKI we animated facial expressions of pain and
disgust. Pain is expressed using the action units 4 (Brow Lowerer), 7 (Lid Tight-
ener), and 9 (Nose Wrinkler) according to findings from Prkachin (1992). Action
units 9 (Nose Wrinkler), 15 (Lip Corner Depressor), 16 (Lower Lip Depressor),
and 7 (Lid Tightener) were used for disgust. Though the facial expressions in the
EMBR system are not based on action units, the movement of brows and eyes
can be approximated well. However, nose wrinkling (action unit 9) can not be
modelled directly. We tried to mimic this action unit using mouth trajectories
intended for phonemes. Static images of the modelled sentiments can be seen in
Figure 1.

(a) Pain (b) Disgust

Fig. 1. Facial expressions for sentiments at their highest intensity.

The facial expressions were animated using seven different schemes. In the
simultaneous scheme all facial regions were animated simultaneously. In the se-
quential schemas the three regions eyes, brows, and mouth were animated se-
quentially. All six permutations of the region sequence were used. Additionally
we extracted still images from the simultaneous schemes showing all regions at
full effect (like in Figure 1).

3.2 Procedure

The experiment was conducted as online experiment using the soSci-System
(www.sosci.de). Subjects were randomly assigned to three experiment condi-
tions: (a) images, (b) simultaneous, or (c) sequential. The three conditions differ
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Table 1. Distribution of subjects’ age and gender over the experiment conditions. Age
is given as mean ± standard deviation.

condition gender age
female male

image 12 19 28.3 ±10.1
simultaneous 12 13 28.0 ± 10.6
sequential 11 19 29.8 ± 12.0

overall 35 51 28.7 ± 10.8

Table 2. Answer probabilities for pain and disgust stimuli in the experiment condi-
tions.

(a) Simultaneous

sentiment
answer pain disgust

pain 85.9% 19.2%
neutral 3.8% 0.00%
disgust 10.3% 80.8%

(b) Sequential

sentiment
answer pain disgust

pain 70.7% 7.3%
neutral 20.5% 8.4%
disgust 8.8% 84.3%

(c) Image

sentiment
answer pain disgust

pain 52.7% 32.6%
neutral 26.9% 10.9%
disgust 20.4% 56.5%

only in the stimuli used. The images conditions uses images, the simultaneous
condition uses videos with simultaneous animation onset, and the sequential
condition uses videos with all six sequential schemas.

The setting was identical for each stimulus: The stimulus is presented and the
subject is asked, which sentiment the subject would attribute to this stimulus1.
Possible answers were pain, neutral, and disgust. Additionally each subject was
asked for his age and gender.

4 Results

The experiment was completed by 89 subjects. Two of the subjects showed
rather many unanswered questions (33% and 23%, respectively). Both subjects
were excluded from the evaluation. Of the remaining 87 subjects 35 were female,
51 male, and 1 subject did not give his gender. Subjects were between 14 and
58 years old (mean=28.7).

A total of 31 subjects were assigned to the image condition, 26 to the simul-
taneous, and 30 to the sequential condition. There is no bias in age or gender in
the condition assignment (see Table 1).

At first we analyse the sequential condition. Subject in this group saw ani-
mated videos where the sequential movement onset of eyes, brows, and mouth
was permuted. We compared the response behaviours for the six permutations
using a chi-squared test. The null hypothesis that all six permutations trigger

1 Welche Empfindung würden Sie dem abgebildeten Gesichtsausdruck zuweisen?
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Table 3. Answer correctness for simultaneous and sequential condition. Age is grouped
by quartiles.

(a) Gender

simultaneous sequential
sentiment female male female male

pain 86.1% 84.6% 73.5% 69.1%
disgust 88.9% 74.4% 84.6% 84.2%

(b) Age

simultaneous sequential
sentiment 14–22 23 24–27 27–58 14–22 23 24–27 27–58

pain 91.7% 92.6% 83.3% 66.7% 75.1% 79.4% 73.6% 56.2%
disgust 91.7% 85.2% 83.3% 53.3% 92.8% 93.5% 85.9% 66.9%

the same response behaviour could not be dismissed (p > .969). So the sequen-
tial onset of facial movements must be considered as one condition disregarding
the exact sequence. The answer probabilities for this group are presented in
Table 2(b).

The data shows a clear difference in the response behaviour between the
sequential and the simultaneous group.2 On the one hand pain is identified more
often in the simultaneous condition, on the other hand disgust is identified more
often in the sequential condition. To analyse this difference in more detail we
evaluated the answers for correctness. The percent of correct answers for both
video conditions and their subgroups can be seen in Table 3.

The tables show that the age and the gender of the subject influence the
rating. To investigate on this we fitted a logit-model for each sentiment indi-
vidually. We included the subjects age, gender, the experiment condition, and
all two-variable interactions of those in the model. After fitting the model we
conducted an analysis of variants.

For the disgust sentiment gender and age have a significant influence. The
ANOVA showed a test statistic of χ2 = 6.176 (p = .01295) for gender. The
influence of age was highly significant p < .001 (χ2 = 67.908). Other variables or
interactions have no significant influence. All reported influences are negative.
Odds-ratios for the logit-model are shown in Table 4(a).

The results for the pain sentiment were similar. Gender has a significant
influence (χ2 = 5.440, p = .01968), age has a highly significant influence (χ2 =
42.640, p < .001). However, animating the facial expression sequentially has a
significant influence on the pain sentiment (χ2 = 5.826, p = .01579). Other
variables or interactions have no significant influence. All reported influences are
negative. Odds-ratios for the logit-model are shown in Table 4(b).

2 A chi-squared goodness-of-fit test shows that this difference is highly significant
(p < .001).
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Table 4. Coefficients, odds-ratios, and p’s for the logit-models for pain and disgust
identification. Only factors with a significant influence according to the ANOVA for at
least one model are shown.

(a) Disgust

factor coefficient odds-ratio p

(Intercept) 5.68525 294.491 5.3e-05
animation=sequential -0.41769 0.659 .770047
gender=male -2.42177 0.089 .031650
age -0.10315 0.902 .000636

(b) Pain

factor coefficient odds-ratio p

(Intercept) 4.268784 71.435 .000136
animation=sequential -1.605593 0.201 .162424
gender=male -0.221821 0.801 .805518
age -0.075276 0.927 .005415

The response behaviour for the image condition is shown in Table 2(c). Pain
and disgust are only identified in around 50% of the cases. Both sentiments are
rather confused with each other than denied. This is different from both video
conditions. Chi-squared test confirm this for the simultaneous condition (χ2 =
56.4744, p < .001) and the sequential condition (χ2 = 259.2122, p < .001). For
the disgust sentiment an analysis of variances over the logit-models for answer
correctness shows that only the subjects’ gender has a significant influence (χ2 =
6.6294, p = .010). The coefficient in the model cannot be estimated significantly.
For the pain sentiment the same analysis shows no significant factor.

5 Conclusion

We investigated the identification rate of pain and disgust sentiments. We showed
that sentiments on video are easier identified than still images of the sentiments.
We showed that there is a difference between animating facial regions simul-
taneously or sequentially. It is better to use sequential animation for videos of
disgust. No influence was detected for pain videos. However, using sequential
animation reduced the confusion rate between both sentiments.

Future work will consider a finer granularity of animation onset. It is not
necessary that all facial regions are animated simultaneously or sequentially. The
most natural expression might be gained animating some regions simultaneously
after other regions. Additionally the notion of sequentially might be refined. Not
only the movement sequence but also the exact time between onsets might be
of interest.

Additionally, future stimuli should include the nose wrinkling action unit.
Since this action unit is prototypical for both sentiments the overall identification
rate should increase.
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Abstract. The image on a book cover gives potential buyers not only an im-
pression of the book’s contents but also a clue for search and browsing before 
or after buying the book. We have developed a color extraction method for use 
as the first step in automatically creating book cover images that reflect readers’ 
impressions. We constructed a database expressing the relationships between 
adjectives and colors and extracted colors from text such as sentences in a book 
and reader reviews. We performed an experiment with 15 participants in which 
the task was to read one of the books, write a report about it, select the color 
pattern that best expressed the reader’s impression, and write the reason for se-
lecting it. We found that the colors extracted using this method were more con-
sistent with the colors selected by participants than the colors in the actual cover 
and that our method is effective for readers who are satisfied with the book.  

Keywords: color extraction, adjective, book cover image, user review, color 
psychology 

1 Introduction 

The use of electronic devices for reading digital books is quickly spreading, and 
the market for digital books is growing rapidly [1]. There are two basic types of digi-
tal books: printed books that have been digitalized and books prepared only in digital 
form. The use of electronic devices for reading has changed not only how people read 
books but also how they select and buy books. Moreover, some digital books come 
without a cover, unlike printed books.  

A book cover serves an important function—it gives potential buyers an impres-
sion of the book. Digital books sold online [2,3] that are in the public domain or are 
original digital books and are provided without book cover images are often given 
images containing only the book title with a standard design. The colors in the image 
are selected on the basis of the genre or are simply randomly chosen. As a result, the 
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cover image is of little use in searching for a book and browsing the book’s contents 
both before purchasing the book and when it is on the purchaser’s virtual bookshelf. 
Several services and applications have been developed for browsing a book’s con-
tents. A service has been developed for designing an image for the cover of a digital 
book [4], and an application has been developed that enables users to design such an 
image by themselves [5]. However, using this service is costly, and using this applica-
tion is time-consuming.  

To support a user's search for a digital book, it is important to create book cover 
images automatically. In general, the higher the person’s expectations before reading, 
the lower the level of satisfaction after reading, and the lower the expectations before 
reading, the greater the chance of opportunity loss [6]. It is thus important to reduce 
the gap between the impression obtained from a book’s cover image and the impres-
sion gained by reading the book. To realize a function that can do this, we have to 
consider not only the contents of the book but also the impressions of its readers. 
Reader impressions can be found in the reader reviews commonly found on sites sell-
ing digital books. Potential buyers can read the reviews and use them to make a pur-
chase decision. However, a reader’s emotions and latent comments about a book are 
most likely to be represented in images, not text [7]. In addition, the meaning of 
something can generally be understood more quickly from an image than from char-
acters [8].  

We are developing a method for automatically creating book cover images that re-
flect reader impressions. As the first step, we focused on defining colors for the image 
because colors in images are generally considered to be the most significant aspect 
[9]. This is because colors create various kinds of associations and affect faculties 
such as imagination and fantasy. To develop a method for extracting color from texts, 
we focused on the relationships between colors and adjectives since adjectives typi-
cally represent the inner emotional state. We constructed a database expressing the 
correspondence between adjectives and colors and created a method for extracting 
color from texts such as the text in a digital book and the text in reader reviews. To 
evaluate this method, we performed a usability test in which 15 participants were 
tasked with reading a book, writing a report about it, selecting the color pattern that 
best expressed the reader’s impression, and writing the reason for selecting it 

2 Color Extraction Method 

2.1 Overview 

Colors reflecting the reader impressions of a digital book are extracted by using the 
text in the book and reader reviews of the book. To visualize the emotions described 
in the book and the feelings of the reader, it is necessary to extract the words describ-
ing them. There are two types of emotion: emotion that can be observed externally by 
others and described objectively, such as “surprised” and “fired up,” and emotion that 
represents an inner state based on emotion, such as “terrible (story)” and “moving 
(event).” In general, the former type is described using verbs, and the latter type is 
described using adjectives [10].  
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In the method we developed, colors are extracted using adjectives because our ob-
jective is to reflect reader impressions, i.e., to reflect the inner emotions of readers. 
Figure 1 shows the flow of this method. Morphological analysis is performed on the 
input text (sentences in the book and reader reviews) to extract the adjectives. Scores 
are then calculated for the adjectives. A score is calculated for each adjective on the 
basis of the number of occurrences of adjectives and other words. A score is calculat-
ed for each color by using a score for each adjective and a color database expressing 
the relationship between adjectives and colors. Colors with higher scores are then 
extracted for use in the cover image. 

 

 

Fig. 1. Flow of proposed method 

2.2 Color Database 

We constructed the color database using a color image scale [11] expressing the re-
lationships between adjectives and colors. This scale defines 180 adjectives represent-
ing basic emotions for 130 colors that capture experiences psychologically. This data-
base has three attributes: color (RGB), adjective, and frequency of use. The frequency 
of use is defined on a five-star scale—the greater the number of stars, the more 
strongly the color represents the image of the adjective [11]. Each color corresponds 
to more than 1 but less than 25 adjectives. The 180 adjectives were extended to 3184 
by using a thesaurus [12]. 

2.3 Scores for Adjectives 

The morphological analysis extracts the adjectives from the input text, and a score 
is calculated for each one. The total number of occurrences of adjectives in the book (���, ���, ���, ⋯ , ���) is defined as (
��, 
��, 
��, ⋯ , 
��), and the total number of 
occurrences of adjectives in the reader reviews (���, ���, ���, ⋯ , ���) is defined as (
��, 
��, 
��, ⋯ , 
��). The total number of words in the book is ��, and the total 
number of words in the reader reviews is ��. Weight �� for an adjective in book ��� 
is calculated using �� = ���/��, and weight �� for an adjective in user review ��� is 
calculated using �� = ���/��.  

Analyze

morphology

Calculate scores 

for colors

color 

database

extracted 

colors

sentences 

in book

user 
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The set of adjectives (��, ��, ��, ⋯ , ��) is created by eliminating duplication be-
tween  (���, ���, ���, ⋯ , ���)  and (���, ���, ���, ⋯ , ���) . The score (��, ��, �� , ⋯ , ��) for  (��, ��, ��, ⋯ , ��) is calculated using 

y� = ��� +�� 							(	��			b� = ��� = ���)	�� 																	(	��		b� = ��� 		)�� 																(	��		b� = ��� 		) �. 
 

2.4 Scores for Colors 

The colors in the color database correspond to various numbers of adjectives, so 
we normalized the frequency of use because the sums of the frequency of use are 
different. If a given color �� has defined adjectives ( ��,  ��,  ��, ⋯ ,  �!) and frequen-
cy of use ("��, "��, "��, ⋯ , "�!), the weights for the adjectives (#��, #��, #��, ⋯ , #�!) are 
calculated using  

#�� = "��/∑ "��!�%�  . 

The score for �� &� is calculated using the adjective scores and the weight for each 
adjective:  &� = ∑�� ×#�� (	��	�� =  �� 	) . 

The calculated &� are arranged in ascending order, and the colors with higher 
scores are extracted on the basis of a threshold. 

3 Evaluation 

3.1 Overview 

An experiment was performed to determine how much the colors extracted using 
our method were consistent with the colors expressing readers’ impressions. The par-
ticipants were 15 employed people in their 20s and 30s. We randomly selected 3 nov-
els (paperback version) from Amazon’s Japanese site1 for which there were more than 
20 reader reviews. Table 1 summarizes the details. 

Table 1.  Features of each book 

ID 
Book Reviews 

No. of words 
No. of adjec-

tives 
No. 

Average no. 
of words 

Average no. 
of adjectives 

(a) 61,728 6,062 28 409 51 
(b) 46,773 4,316 35 284 36 
(c) 42,569 3,937 22 215 27 

                                                           
1  http://www.amazon.co.jp 
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The participants were tasked with reading one of the books, writing a report about 

it, selecting the color pattern that best expressed the reader’s impression of the book, 
and writing the reason for selecting it. The books were provided to the participants 
without a cover to avoid influencing their impressions.  

3.2 Details 

There are two ways of using our color extraction method; one way is to extract 
colors from all reviews en masse, and the other is to extract the colors from each re-
view one-by-one and then select the high-frequency colors. We defined the threshold 
mentioned in section 2.4 as an upper value of 15%, i.e., the average ratio for the top 
three colors, because the average number of extracted colors for the three books was 
3.3. If the first way is used, adjectives that occur with low frequency from the indi-
vidual review viewpoint could be become high-frequency ones from the total view-
point. We thus used the second way to better capture the readers’ impressions. 

We prepared 14 color patterns on the basis of colors extracted using our method 
and colors extracted from the actual book cover images. Figure 2 shows the ones pre-
pared for book (a). We limited the number of patterns to 14 because a large number of 
color combinations can give people many different kinds of impressions [11]. The 
pattern extracted using our method is shown at the top left in Figure 2. 

The pattern extracted from the actual book cover is shown at the bottom right in 
Figure 2. Extraction from the cover was done in three steps: 1) change each pixel in 
the printed color image into 1 of the 130 colors in the color database by selecting the 
closest color in RGB color space; 2) calculate number of occurrence of each color; 3) 
select high-occurrence colors. The number of selected colors was same number of 
colors extracted using our method with threshold described above.   

Except for the color pattern at the bottom right in Figure 2, the first (leftmost) color 
in each pattern was created on the basis of the extracted color using our method; 12 
color patterns and 1 monotone pattern. We divided the hue values into 12 values on 
the basis of the extracted color to create color patterns, and changed the extracted 
color to monotone to create a monotone pattern. 

For the second-to-last color in each pattern, the extracted colors and colors from 
the printed covers were alternatively used, e.g., in case of book(a) shown in Figure 2, 
it means that the second (rightmost) color in each pattern because the number of ex-
tracted colors using our method was only two. We printed the 14 color patterns ran-
domly on the questionnaires given to the participants. 

 
 

 

Fig. 2. Color patterns 
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3.3 Results 

Figure 3 shows the percentage of participants who selected each pattern for each 
book. Pattern (3) is the pattern extracted using our method. The pattern numbers be-
tween 1 and 12 shows the patterns based on hue, so pattern (1) is actually next to 
pattern (12) because hue value is a circular continuous quantity. Only one participant 
selected the pattern of the printed book cover (book (c)). 

 

 
Fig. 3. Results 

 
For book (a), all of the participants selected a pattern near the pattern extracted 

with our method, so there was not a big difference in terms of hue. More specifically, 
eight participants selected reddish orange, three selected orange-yellow, and four 
selected reddish pink. We attribute this finding that book (a) gave a similar impres-
sions to all of the participants to the fact that the colors extracted from the reader re-
views were highly consistent. 

For book (b), many participants selected the pattern extracted with our method. 
Two participants selected the monotone pattern, and we determined that they were not 
satisfied with reading the book. Their reports were simply summaries of the story and 
contained only four of the adjectives registered in the color database. Eleven of the 
participants who selected the pattern extracted with our method were satisfied with 
reading the book, and they described their impression in their reports with words such 
as “exciting,” “interesting,” and “attractive.” This demonstrates that our method is 
effective for readers who are satisfied with the book.  

For book (c), none of the participants selected the pattern extracted with our meth-
od. Three participants selected purple (pattern 4), which is next to the pattern extract-
ed with our method, two selected bluish green, six selected green, and three selected 
yellowish green. Many participants selected colors related to green because they put a 
higher priority on the colors of particular scenes rather than on their impression after 
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reading the book. The participants who selected green and yellowish green wrote 
words such as “woods” and “tree” in their reports. This means that we should consid-
er not only adjectives, which express reader impressions, but also nouns, which repre-
sent scenes in the story. 

3.4 Discussion 

There are various approaches to browsing books in the virtual world, including us-
ing a graphical search interface that replicates the image of a bookshelf [13] and au-
tomatically capturing a book cover on a library counter [14]. These approaches focus 
on recreating the real work browsing environment in a virtual world. Using our meth-
od to create book cover images should make book browsing and searching in the vir-
tual world more effective because it enables users to intuitively catch the general im-
pressions of readers. 

Possible applications of our method include a real-time book recommendation sys-
tem The book recommendation systems on e-commerce sites are generally based on 
text such as reader reviews and information about the books purchased or browsed by 
other users. Since it is difficult to assess a user’s present emotions and preferences 
because they shift over time, recommendations can sometimes be misleading [15]. 
The display of a cover image based on general reader impressions during a book 
search should enable users to assess the impressions generally created by reading the 
book and to determine whether they are line with the user’s present feelings.  

4 Conclusion 

We have developed a method for automatically extracting colors from text for use 
in creating a book cover image that reflects reader impressions. We constructed a 
color database expressing the relationships between adjectives and colors and devel-
oped a method for extracting colors from texts such as digital books and reader re-
views. We evaluated this method experimentally by tasking 15 participants to read a 
book, write a report about it, and select the color pattern that best expressed the read-
er’s impression. We found that the colors extracted using this method were more con-
sistent with the colors in the images drawn by the participants than the colors in the 
actual cover and that our method is effective for readers who are satisfied with the 
book.  

To create an effective cover image, i.e., one reflecting reader impressions, it is nec-
essary not only to improve the accuracy of the color extraction by enhancing the word 
analysis but also to optimize the arrangement of the extracted colors, to extract nouns 
which represent scenes in the story or symbolic objects from body text, and to repre-
sent bibliographic information (title, authors, etc.).  

References 

1. ICT Research & Consulting, http://www.ictr.co.jp/report/20120710000020.html 

7th Workshop Emotion and Computing - KI 2013 16



2. Aozora Bunko, http://www.aozora.gr.jp/ 
3. Calibre, http://calibre-ebook.com/ 
4. libura, http://libura.com/ 
5. Interwired, TimelyResearch, http://www.dims.ne.jp/timelyresearch/2009/090202/ 
6. Dawes, R.M., Singer, D., Lemons, F. An experimental analysis of the contrast effect and 

its implications for intergroup communication and the indirect assessment of attitude, 
Journal of Personality and Social Psychology, Vol. 21, No. 3, pp. 281–295, 1972. 

7. N. Akamatsu. The Effects of First Language Orthographic Features on Second Language 
Reading in Text,  Language Learning, Vol. 53, No. 2, pp. 207–231, 2003. 

8. K. Shimazaki, Psychological Color, Bunka Shobo Hakubunsha, 1990. 
9. T. Oyama, Introduction of Color Psychology. Chuokoron-Shinsha, 1994. 

10. M. Ohso, Verbs and Adjectives of Emotion in Japanese, Studies in Language and Culture, 
Vol. 22, No. 2, pp. 21–30, 2001. 

11. S. Kobayashi. Color Image Scale, Kodansha, 2001. 
12. Weblio Thesaurus, http://thesaurus.weblio.jp/ 
13. Shinsho-map, http://bookshelf.shinshomap.info/ 
14. T. Miyagawa et al., Automation of back cover image generation in virtual bookshelf, Vol. 

30, pp. 25–38, 2006. 
15. Marketing Charts, Online Product Recommendations Miss Mark, 

http://www.marketingcharts.com/interactive/online-product-recommendations-miss-mark-
11848/ 

Acknowledgments. This research was supported in part by a Japan Society for the 
Promotion of Science Grant-in-Aid for Young Scientists (B) (No. 20454085) and the 
Telecommunications Advancement Foundation. We greatly appreciate the help of the 
participants in the experiment. 

 

7th Workshop Emotion and Computing - KI 2013 17



General Purpose Textual Sentiment Analysis
and Emotion Detection Tools

Alexandre Denis, Samuel Cruz-Lara, and Nadia Bellalem

LORIA UMR 7503, SYNALP Team
University of Lorraine, Nancy, France

{alexandre.denis, samuel.cruz-lara, nadia.bellalem}@loria.fr

Abstract. Textual sentiment analysis and emotion detection consists
in retrieving the sentiment or emotion carried by a text or document.
This task can be useful in many domains: opinion mining, prediction,
feedbacks, etc. However, building a general purpose tool for doing sen-
timent analysis and emotion detection raises a number of issues, theo-
retical issues like the dependence to the domain or to the language but
also pratical issues like the emotion representation for interoperability.
In this paper we present our sentiment/emotion analysis tools, the way
we propose to circumvent the difficulties and the applications they are
used for.

Keywords: sentiment analysis, emotion detection, applications

1 Sentiment Analysis and Emotion Detection from text

1.1 Definition

One of the most complete definition of the sentiment analysis task is proposed
by Liu [13] in which a sentiment is defined as a quintuple 〈e, a, s, h, t〉 where e is
the name of an entity, a an aspect of this entity, s is a sentiment value about a,
h is the opinion holder and t is the time when the opinion is expressed by h. The
sentiment analysis task consists in outputing for a given text or sentence the
set of sentiments that this text conveys. Whereas sentiment analysis is limited
in general to binary sentiment value (positive, negative) or ternary (positive,
negative, neutral), emotion detection consists in determining the sentiment value
among a larger set of emotions, typically Ekman’s emotions [7]: joy, fear, sadness,
anger, disgust, or surprise.

1.2 Difficulties and existing approaches

A difficult aspect of sentiment analysis is the fact that a given word can have a
different polarity in a different context. In [25], authors oppose the prior polarity
of a word, that is the polarity that a word can have out of context, and the
contextual polarity, that is the polarity of a word in a particular context. There
are many complex phenomena that influence the contextual valence of a word
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[17, 25, 13] as the table 1 shows, and most of the approaches thus reduce the
scope of the problem to 〈s〉 the sole sentiment value or sometimes to 〈e, s, h〉,
the entity, the sentiment value and the holder like in [11].

Phenomenon Example Polarity

Negation it’s not good ; no one thinks it is good negative

Irrealis it would be good if... ; if it is good then ... neutral

Presupposition
how to fix this terrible printer? negative
can you give me a good advice? neutral

Word sense this camera sucks ; this vaccum cleaner sucks negative vs positive

Point of view Israel failed to defeat Hezbollah negative or positive

Common sense this washer uses a lot of water negative

Multiple entities Ann hates cheese but loves cheesecake
negative wrt cheese
positive wrt cheesecake

Multiple aspects this camera is awesome but too expensive
positive wrt camera
negative wrt price

Multiple holders Ann hates cheese but Bob loves it
negative wrt Ann
positive wrt Bob

Multiple time Ann used to hate cheese and now she loves it
negative wrt past
positive wrt present

Fig. 1. Examples of linguistic phenomena that influence the final valence of a text

Given the complexity of the task, it is not a surprise that the first approaches
to the problem use machine learning. In [24] an unsupervised approach is pro-
posed. It uses the Pointwise Mutual Information distance between online reviews
and the words “excellent” and “poor”. Its accuracy ranges from 84% for the au-
tomobile reviews to 66% for the movie reviews. In [16], a corpus of movie reviews
and their annotation in terms of number of stars is used to train several classi-
fiers (Naive Bayes, Support Vector Machine and Maximum Entropy) and obtain
a good score for the best (around 83%). More recent work in machine learning
approaches to sentiment analysis explore successfully different kinds of learning
algorithms such as Conditional Random Fields [15] or autoencoders which are a
kind of Neural Networks and which offer good performance on the movie reviews
domain [21]. A detailed and exhaustive survey of the field can be found in [13].

2 Cross Domains problems

A general purpose sentiment analysis or emotion detection tool is meant to work
in different domains with different applications and thus faces at least three
problems: the dependence of the algorithms to the domain they were developed
on, the representation of emotions/sentiments for interoperability, and the fact
that different applications may require other languages than English, and as such
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the multilinguality issue must be considered. We detail these three problems in
this section.

2.1 Domain dependence

Machine learning dependence An important issue of supervised machine learn-
ing is the dependence to the training domain. Classical supervised algorithms
require a new training corpus each time a new domain is tackled. In [2] several
methods are tried to overcome the domain-dependence of machine learning and
they show that the best results can be obtained by combining small amounts of
labeled data from the training domain and large amounts of unlabeled datas in
the target domain. Actually, unsupervised or semi-supervised machine learning
seems more adequate than purely supervised machine learning to reach domain-
independence [18]. Another approach [1] is to use hybrid methods, classifiers
trained on corpora and polarity lexicons. Indeed, polarity lexicons, such as Sen-
tiwordnet [8] or the Liu Lexicon [9], being in general domain-independent seem
to be an interesting track to follow.

Types of emotions dependence Moreover the set of relevant emotions depends on
the domain. In a generic emotion analysis tool, there is not much choice apart
providing a set of the least domain specific emotions, hence the frequent choice
of Ekman’s emotions. These may not describe accurately the affective states in
all domains, for instance their use is criticized in the learning domain [12, 3], but
their independence to the domain and the existence of Ekman’s based emotional
lexicons such as WordNet-Affect [22] makes them a common practical choice.

2.2 Interoperability

The representation of emotions for interoperability is an important issue for
a sentiment/emotion analysis tool that is meant to work in several domains
and with several applications. We advocate the use of EmotionML [20] a W3C
proposed recommendation for the representation of emotions. An interesting
aspect of EmotionML is the acknowledgement that there exists no consensus
on how to represent an emotion, for instance is an emotion better represented
as a cognitive-affective state like [12], as a combination between pleasure and
arousal like [3], or as an Ekman emotion [7]? Thus, EmotionML proposes instead
an emotion skeleton whose features are defined by the target application. An
emotion is defined by a set of descriptors, either dimensional (a value between 0
and 1) or categorical (a discreet value), and each descriptor refers to an emotional
vocabulary document. An emotion and its vocabulary can be embedded in one
single document or the emotion can refer to an online vocabulary document.

2.3 Multilinguality

A general purpose sentiment/emotion analysis tool is also required to be working
in other languages than English. Most of the work related to multilinguality is
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tied to subjectivity analysis, a simpler sentiment-like analysis which consists in
determining whether a text conveys an objective or subjective assessement. Sev-
eral solutions are possible, for instance training classifiers on translated corpora,
using translated lexicons, building lexicons or corpora for targeted language [5].
Recent experiments with automatic translation for sentiment analysis show that
the performance of machine translation does not degrade the results too much
[4]. We refer the interested reader to [5, 13] for a good overview of the topic.

3 Tools and applications

We present here the sentiment/emotion analysis tools and the applications that
use them in the context of the Empathic Products ITEA2 project (11005)1, a
european project dedicated to the creation of applications that adapt to the
intentional and emotional state of the users.

3.1 Sentiment/emotion analysis tools

We implemented several sentiment analysis and emotion detection engines, and
will briefly present them here. All of them are integrated in one Web API that
takes text in input and returns a single emotion formatted in EmotionML format,
dimensional valence for sentiment analysis engines and categorical emotion for
the emotion detection engines2. A support also exists for non-English languages
following [4] using Google machine translation but this service has not yet been
evaluated.

For emotion detection, the approach uses an emotion lexicon, namely WordNet-
Affect [22] by detecting emotional keywords in text complemented with a naive
treatment of negation which inverts the found emotion, ad hoc filters (smileys,
keyphrases) and simple semantic rules. Despite its simplicity this tool manages to
reach performance similar to other approaches when evaluated on the Semeval-
07 affective task dataset [23], it obtains 54.9% of accuracy given an emotion to
valence mapping (joy is positive and the others are negative).

For sentiment analysis, we are currently exploring two opposed approaches,
one symbolic and one with machine learning. The symbolic approach follows [17]
as an attempt to both tackle the linguistic difficulties we mentioned thanks to
valence shifting rules and domain dependence by using general purpose lexicons.
It works by first retrieving the prior polarity of words as found in the Liu lexicon
[9] after a part-of-speech tagging phase with the Stanford CoreNLP library.
Then, a parsing phase enables to construct the dependencies (also with Stanford
CoreNLP), the resulting dependencies are filtered such that prior word valence is
propagated along the dependencies following manually crafted rules for valence
shifting or inversion. This approach enables to be more precise, for instance the
sentence “I don’t think it’s a missed opportunity” would be tagged as positive

1 http://www.empathic.eu/
2 The Web API is currently accessible on http://talc2.loria.fr/empathic
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by the application of two valence flipping rules, a modifier rule for “missed
opportunity”, and a verb negation rule for “don’t think”. This approach obtains
56.3% accuracy on the Semeval-07 dataset and 65.86% accuracy on the Semeval-
13 data set. The impact of rules has also been evaluated and show that the rules
enable to gain 5% accuracy on the Semeval-13 dataset as opposed to a simple
lexical approach that only takes the average valence of all words contained in a
sentence.

The second approach relies on machine learning by training a classifier,
namely a Random Forest classifier evaluated on the Semeval-13 dataset. It uses
simple features such as the stemmed words and the part-of-speech but manages
to obtain 64.30% accuracy on Semeval-07 and 60.72% accuracy on Semeval-13
both evaluated with 10-fold cross validation. We also performed preliminary
evaluation of the cross-domain abilities of the statistical approach and observed
that when trained on the Semeval-07 dataset and evaluated on Semeval-13 it
obtains 47.08% accuracy. While training it on Semeval-13 and evaluating it on
Semeval-07, it obtains 55.5% accuracy. The significant difference is likely caused
by the dataset dissimilarities: first the Semeval-07 dataset is much smaller than
Semeval-13 (1000 utterances vs 7500 utterances) and then, training on Semeval-
07 is less efficient, and second the Semeval-07 dataset only consists in short
news headline while the Semeval-13 dataset is composed of tweets which are
much longer and then a better source for training. We assume that the differ-
ence in text length could also explain the difference in the results for the symbolic
approach (56% vs 65.86%) since it is known that text length can influence the
performance of sentiment analysis engines. A less difficult cross-domain evalua-
tion would then rely on datasets that share the same properties in terms of text
length and available data size.

3.2 Applications

Video conference feedback One problem of video conference is the lack of
feedback that the presenter can have about its remote audience. The first appli-
cation of our sentiment/emotion analysis tool consists in providing the presenter
an aggregated feedback of the emotional state of its audience. We assume that
the audience is both attending to the videoconference remotely and expressing
its feelings over a textual channel, using Twitter, Facebook or by chat. Moreover
in the context of the Empathic Products project, the audience video feedback
is also analyzed with regards to visual emotions. The interoperability solution
based on EmotionML proves to be an efficient option for combining the two
kinds of feedbacks. The most generic emotional output is the binary valence
which offers a basic yet more reliable characterization of the affective state of
the audience. Emotions are also possible, but depending on the video domain
(e-learning, news, etc.), Ekman’s emotions may not be fully relevant. The sen-
timent/emotion of all messages sent by audience participants is averaged; when
using valence it is possible to animate a gauge, when using emotions, it is possible
to animate iconic emotion representations (fig. 2)
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Fig. 2. Display of valence and emotions on mobile device

E-learning virtual world emotion tagging E-learning in a virtual world
requires some level of investment by the participants and is eased by their col-
laboration. It has been shown that emotional information can enhance the col-
laboration. For instance [10] show that participants interact more if provided
with emotional clues about their partner’s current state. We propose to inte-
grate our sentiment analysis tool to the Umniverse collaborative virtual world
[19]: the virtual world works as a situated forum in which participants can move
around and submit posts. When participants submit posts they can annotate by
hand the emotion that their post carries (with Ekman’s emotions). Our tool can
then be used to pre-annotate each post by proposing automatically an emotion.
After posts have been annotated and published to the forum, it is possible to
filter the existing posts by their annotated emotion and as such find all the posts
that carry sadness for example.

Global opinion of TV viewers An early application for sentiment analysis
has been the annotation of movie reviews in order to automatically infer the
sentiment of viewers towards a movie [16]. We propose to apply the same idea
to the TV shows. It is known that regular TV shows have Twitter fan-base who
discusses the show. The idea is thus to conduct sentiment/emotion analysis on
Twitter streams that are related to a particular TV show. The ongoing work
related to that application is thus inline with recent work in sentiment analysis
and emotion detection in Twitter, see for instance [14].

4 Conclusion

When developing a sentiment/emotion analysis service that is meant to be
generic enough to work with several different applications, it is important to
consider whether the algorithms are tied to a particular domain, whether the rep-
resentation of output emotions is homogenous for all applications and whether
the algorithms may be adapted to other languages than English. We detailed
these three problems while mentioning the existing solutions to them. We intro-
duced our own sentiment/emotion analysis service developed in the context of
the Empathic Products ITEA project which partially adresses these problems.
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While interoperability seems satisfactory enough and multilinguality support has
already been shown to be robust when using machine translation, the domain de-
pendence aspects could be improved. In particular we evaluated the algorithms
on two quite different domains, the news headlines provided by the Semeval-07
affective task evaluation and the tweets provided by the Semeval-13 sentiment
analysis in Twitter evaluation. The results show significant difference, probably
caused by the difference of text length between the two types of dataset. Nev-
ertheless, for future work we are considering approaches that are more hybrid
such as [1] in order to tackle domain dependence.

This work was conducted in the context of the ITEA2 ”Empathic Products”
project, ITEA2 1105, and is supported by funding from the French Services,
Industry and Competitivity General Direction.
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Abstract. This paper presents the advances in expressive speech for
the interactive installation The Muses of Poetry, as well as the results of
an evaluation to assess the interaction and emotional experience of the
participants. The objective of the installation is to bring poetry closer to
a wider audience through the use of animated characters who not only
read poetry, but also manifest the emotional content of the poems. The
latter is done using facial expressions and affective speech, which is the
focus of this paper. The results of the evaluation show that in general
the installation was pleasant and appealing. Also, the three characters
managed to convey emotions and awake emotions in the users.

Keywords: Affective Speech, Computational Creativity, User Experi-
ence

1 Introduction

Poetry is a form of literary art that can be characterized by its capacity to
transport the reader into another, more ethereal world. However, as Kwiatek
and Woolner[1] expressed it, poetry is not always easy to understand, especially
for young people.

In our attempt to bring poetry closer to a wider audience, we developed
an interactive installation named The Muses of Poetry, where virtual animated
characters recite poetry in an emotional way. A semantic affective analysis of
the text of existing poems allows the system to extract their intrinsic affective
content, which is manifested by the characters through facial expressions and
expressive speech, both automatically generated in real-time.

Unlike previous works that have dealt with poetry and virtual characters [2],
automatic generation of poetry with emotional content [3], or without it [4], [5],
[6], the work we present combines different fields like real-time computer anima-
tion, semantic analysis, human-computer interaction and affective computing,
in order to create a believable and engaging expression of the emotions in the
poems. We think that The Muses of Poetry might help users not familiar with
poetry to understand better the context of the poem, thus awakening an interest
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in this art. Moreover, given the real-time feature of our installation, any poem
can be analysed, integrated and recited on-site, without the need to spend a
large amount of time and resources.

The objective of this paper is twofold. On the one hand, we explain the pro-
cedure to enrich the synthetic speech of the characters, or muses with the emo-
tionality of the poems. On the other, we present the results of a user-experience
evaluation performed on The Muses of Poetry during a public exhibition.

2 Emotional Speech

One of the characteristics of poetry is its freedom of interpretation, which can
lead to different ways of reading it aloud. Pauses, intonation, melody, and emo-
tions are some of the elements that need to be taken into account when reciting
poetry. Their correct use can enhance the poetic experience to a level that is
capable to engage a wider audience.

In The Muses of Poetry one of our objectives is to transmit the emotionality
of the poems not only with visual manifestations, but also with changes in the
speech. To that end, a semantic analysis of the text of the poems is performed
in order to extract their affective content. From this analysis, both general and
“line-per-line”, emotional states are obtained, which in the case of The Muses
are: pleasant, nice, fun, unpleasant, nasty and sad. As for the poems, these have
been provided by real poets from the Cordite Poetry Review Magazine [7], and
by poets who have their poems under the Creative Commons licence.

Once the analysis of the text is carried on, the results are integrated into the
system, so they can be interpreted by the TTS tool. In our installation we are
using the third-party voice synthesizer provided by SVOX3.

As it is, the TTS produces voices of relative good quality, but with no changes
in the prosody. For that reason, we developed a real-time algorithm that indi-
cates, without bias from the human perception, where exactly the changes in the
pitch and speed of the voice have to be generated. However, due to the static
nature of the poems, this prosodical analysis is performed only once and stored
as tags inside the text of the poem.

2.1 Poem into Lines

The structure of the text of the poems follows an XML structure, which facili-
tates the extraction of the different parts of the poem: author, title and body;
as well as the tagging of the emotions.

Before getting into details, it is worth noting that a “line” in the poem is
not necessarily the same as the written line (i.e. separated by new lines in the
text). We defined a “poetic line” as the set of words, or lines, that enclose one
idea of the poem. To divide the text into lines we follow the logic presented in
this pseudo-algorithm:

3 http://www.nuance.de/products/SVOX/index.htm
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begin

repeat

Check if the LINE ends with a period ‘.’

if TRUE then

add it to the list of LINES

go back to repeat

else

if NUMBER_LINES_READ > 3 then

check for conjunctions in LINE, add a comma before them

add it to the list of LINES

go back to repeat

if LINE ends with a comma ‘,’ then

go back to repeat

else if First Letter in NEXT_LINE is capitalized then

random:

add it to the list of LINES, OR

add a long pause ‘..’ at the end of LINE

go back to repeat

until endOfFile

end

As a result, each time the system encounters a new line or punctuation mark
in this new set of lines (LINES), it will be interpreted as a pause. The length of
the pause depends on the mark, if it is a new line or two points ‘..’, then it is a
long pause; on the contrary, if it is a comma ‘,’ or a period ‘.’, then it is a short
pause (comma pause is in general shorter than the period pause).

2.2 Tagging the Poem

Once the poem is divided into lines, the semantic affective analysis to extract
the emotional states is carried on. The details of the analysis can be found in [8].

As previously mentioned, the result of the global affective analysis of the
poem gives one of the following emotional states: pleasant, nice, fun, sad, un-
pleasant, or nasty. In order to simplify the tagging of the poems, we re-grouped
these states in: happy (i.e. pleasant, nice, or fun), unpleasant (i.e. unpleasant or
nasty), and sad.

The tagging of a poem is performed line by line, and in the particular case of
pitch, also per word. The values we use for speed and pitch are obtained from the
global and line-per-line analysis of the poem, according to the following rules:

1. Compute the increment, or decrement, of the neutral pitch and speed, ac-
cording to the poem emotional state (i.e. if it is happy, sad, or unpleasant).
In the case of a human-like character, we use the following values:

– If the state is happy, the neutral speed (i.e. neutral speed=90) is incre-
mented by 5%, and the neutral pitch (i.e. neutral pitch=90) by 10%.

– For an unpleasant state, the decrement in neutral pitch and speed is 8%.
– For the sad state, the decrement in neutral pitch and speed is 5%.
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2. Compute for each “poetic line” its resultant emotional value by multiplying
(a) the poem emotional state value obtained from the affective analysis using
the Whissell Dictionary of Affect in Language [9] (e.g. pleasant = 11.45) by
(b) the line emotional state value, which is basically the number of words
with the same emotional state of the line (e.g. if the line is pleasant and has
4 words rated as pleasant, then the line state value will be 4)

3. To the speed increased in step 1, add (or subtract, depending on the emo-
tional state) the emotional value obtained in step 2. This value will be used
to tag the speed of the whole line.

4. The pitch value to tag the whole line is obtained from step 1. Moreover, for
each line, the value obtained in step 2 is added (or subtracted, depending on
the emotional state) to the neutral pitch. This value is used to tag the pitch
of each word with emotional state similar to the one of the line. If no words
are rated with the same state as the line, then no pitch changes are applied.

The subtle variations in step 1 are due to the fact that abrupt changes in a
realistic character are seen as very uncanny, diminishing the whole experience.
However, this changes in the case of more cartoon or abstract characters, where
the common guidelines followed in animation include the idea that cartoon char-
acters should be exaggerated to better convey emotion and intent [10].

The tags we used are provided by the TTS tool, SVOX to change the
pitch and speed: [synthesis:pitch level=PVALUE], where PVALUE ∈ (0, 200) and
[synthesis:speed level=SVALUE], where SVALUE ∈ (0, 500).

The following excerpt are the “poetic lines” of the poem For the Road, by
Carol Jenkins. The poem was assessed as happy and tagged accordingly:

Line 1

[synthesis:emotion id=‘JOY TRIGGER’][synthesis:pitch level=‘99’][synthesis:

speed level=‘100’] First as a dare and then for the [synthesis:pitch level= ‘124’]

warm [/synthesis:pitch] languor of the tar, at midnight [synthesis:pitch level=

‘124’] walking [/synthesis:pitch] to my house, we lay down our bodies on the mid-
dle of Moana Road and [synthesis:pitch level=‘124’] kissed, [/synthesis:pitch]
.. Those long dreamy kisses of abandonment, to each other, to the road, to the dark
pines looking on, to the locked light of houses with blinds drawn tight on quarter acre
blocks, [/synthesis:speed] [/synthesis:pitch ]

Line 2

[synthesis:emotion id=‘PLEASANT TRIGGER’][synthesis:pitch level=‘99’]

[synthesis:speed level=‘100’] The stars’ bright and dizzy mass arcing over us, and
we’d get to our feet, [synthesis:pitch level=‘101’] like [/synthesis:pitch] angels
coming to in a strange world, [/synthesis:speed] [/synthesis:pitch]

Line 3

[synthesis:emotion id=‘JOY TRIGGER’][synthesis:pitch level=‘99’][synthesis:

speed level=‘100’] To walk down the road, arms and hands tangling, [synthesis:
pitch level=‘124’] laughing, like [/synthesis:pitch] we’d swallowed a [synthesis:

pitch level=‘124’] universe [/synthesis:pitch] and it was exploding out of our
fingertips. [/synthesis:speed] [/synthesis:pitch]
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It can be seen that at the beginning of each line, the pitch and speed have
the same value (pitch = 99, speed = 100). Nonetheless, the pitch-tagged words
(e.g. warm, walking, and kissed) have different values (Line 1 y 3, pitch = 124;
Line 2, pitch = 101), obtained from the rules previously explained.

3 User Experience

To assess the interaction and the emotional engagement produced by The Muses
of Poetry, we carried on an user evaluation during its exhibition at FMX 2013,
the Conference on Animation, Effects, Games and Transmedia. This conference
reunites professionals, students and amateurs focused in the development, pro-
duction and distribution of digital media, as well as computer graphics and
animation, all of whom constituted the main audience who interacted with The
Muses of Poetry.

Regarding the installation, it was a stand resembling an open book, where
the slides that simulated the pages formed a kind of cave, where the user could
enter and interact with the characters. The interaction was thought to be free-
of-devices, for which we installed a clip microphone on the top of the second
slice, almost invisible to the human eye, and approximately 1 meter away from
the projection screen.

As for the virtual characters, we designed and implemented three types that
could cover the wide spectrum of animated characters. The first one was a real-
istic human-like female, Nikita, which we have used in previous research appli-
cations. In this case, we added a veil to make her look more ancient-Greek like.
The second was designed by one of the students at the Institute of Animation,
following the premise of a more abstract character. This was made of particles
that are shaped in the form of a human head, and were constantly moving when
the character spoke. The third one, Myself, was a 2D cartoon character designed
by the German animator Andreas Hykade, which came to complement this first
repertoire of muses. Figure 1 shows the installation and the evaluated characters.

Participants experienced the installation alone with the support of a member
of the development team, who explained how the system worked. Each partic-
ipant interacted with only one character: Nikita, Particles, or Myself. At the
beginning, the character asked the user to select two words from a word cloud
displayed on the screen. Once the two words were recognized, a poem containing
those two words was selected and recited. At the end of the experience, the par-
ticipant completed a questionnaire regarding the installation, the character and
his or her feelings towards the interactive system and the poem reading. The
written questionnaire consisted in eight 5-point Likert scale questions ranging
from “Strongly Disagree” on one end to “Strongly Agree” on the other:

Q1: The character is attractive as a poetry reader
Q2: The character conveys emotion
Q3: The character read the poem in a way I understood the topic of the poem
Q4: I think I would like to visit this installation frequently or I would recom-
mend it to my friends
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Fig. 1. Left: Installation and location of the mic. Right: (top) Myself, 2D character;
(down-left) Nikita, 3D realistic character; (down-right) Particles, 3D abstract character

Q5: I felt a variety of emotions while listening to the poems
Q6: The system is pleasant
Q7: The system is inviting
Q8: The system is appealing

In the end 51 questionnaires were gathered: 35 from male participants and
16 from female participants, with ages ranging between 19 and 45 years (average
age was 27). Data was analysed for each specific question using two approaches:
separately for each character to find differences among the three poetry readers
and together to conclude global insights from the interactive system.

Figure 2 shows the boxplots for each of the eight questions, considering the
results of the three characters together. Based on the interquartile ranges (IQR)
of questions Q1, Q2 and Q5, all related with the emotional aspect of the in-
stallation, we could not conclude if the user felt emotions when listening to the
poems, or if he or she felt the characters emotional enough, because the bars are
widely distributed. However, Q3, which evaluated the degree of empathy with
poetry, throws median=4, which indicates that one of the objectives of the in-
stallation (make a wider audience understand poetry) might have been achieved.
As for questions Q6, Q7 and Q8, despite the outliers, we can conclude that the
installation was pleasant, inviting and appealing.

Figure 3 shows the boxplots for each of the eight questions, for each character.
The boxplot on the right of figure 3 shows the IRQs when evaluating Nikita. For
Q1, although the median value was above the mid point, it cannot be concluded
that Nikita was attractive as a poet reader. The analysis of Q2 and Q3 do not
throw decisive results either. However, people felt they understood the topic of
the poem (Q4) and felt the installation more inviting (Q7) and appealing (Q8)
than pleasant (Q9). From the boxplot corresponding to Particles we can conclude
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Fig. 2. Inter-quartile analysis for each question and all characters

that people indeed understood the content of the poems (median=4), although
50% of the sample is under this value. As for the appealing, pleasantness and
inviting nature of the installation, results are not so satisfactory as with Nikita
and Myself. Nonetheless, these elements were rated as positive. Finally, from the
boxplot with the evaluation of Myself, we cannot conclude that the character
was attractive as a poet reader (Q1), but it did conveyed emotions (Q2) and 50%
of the sample felt emotions while listening to the poems. Participants also felt
that with this character the installation was pleasant, inviting and appealing. A
last thing to note is that with Myself users would recommend the installation to
friends, in a higher scale than with the other characters.

Fig. 3. Inter-quartile analysis for each question and each character: Nikita (left), Par-
ticles (middle), Myself (right)

A last analysis focused on the mode and median differences based on genders
showed that women found the interactive installation more inviting and pleasant
than men, and in general they rated higher values than men in all question, as
seen in Table 1. In a more detailed analysis, women also felt more likeliness for
the Myself character, while men for Nikita. Regarding the mode, it was observed
that women felt more emotions while listening to the poem.
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Table 1. Data of participants and evaluated characters

Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8

median (women) 3 3 4 4 3 4.5 5 4

median (men) 3 3 3 4 3 4 4 4

mode (women) 3 3 4 5 4 5 5 4

moda (men) 2 3 3 4 2 4 4 4

4 Discussion and Future Work

We presented the advances in affective speech generation and interaction results
of the on-going project The Muses of Poetry, an interactive installation where
animated characters recite poetry in an emotional way. Regarding speech, the
generated affective voices were in general satisfactory, enhancing the conveyance
of emotions. The results of the user experience evaluation showed that the ma-
jority of the participants found the installation pleasant, inviting and appealing.
However, these results did not allow us to conclude which character performed
better as a poetry reader. In the future we will continue working on the speech
generation to produce a more natural intonation, we will add more emotional
expressions in the current characters, as well as new animated characters.
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Abstract. This paper reports on results of a statistical analysis of hu-
man players’ head-movements. Forty-one participants were asked to cope
with an unexpected emergency in a virtual parking lot. Before the vir-
tual reality exposure began, half of the participants watched an emotion-
inducing movie clip and the other half an emotionally neutral one. The
analysis of the acquired questionnaire data reveals, however, that this
emotion induction method seems to have been rather ineffective. Thus,
it is not surprising that only very weak between group effects are found
when analyzing for differences in head movements around the emergency
event. In general, horizontal head movement speed is found to be on av-
erage significantly faster during the first fifteen seconds directly after the
emergency event as compared to just before and another fifteen seconds
later. These findings are in line with previous results of an analysis of
the acquired physiological data, further substantiating the conclusions
drawn.

1 Introduction and motivation

Recently, the visual quality of virtual characters in computer games reached
such a high level that they are able to convey a wide range of emotions very con-
vincingly by body posture and facial expressions. In addition, the visual effects
of such interactive games are now comparable to those of cinematic produc-
tions. The Affective Computing community can benefit from this high realism
in that new means to acquire data on emotions during interaction are realizable.
The recent availability of affordable head-mounted displays with in-built inertial
measurement units (IMU) (e.g. Oculus Rift) not only enables novel gaming ex-
periences for the consumer market, but the acquired head movement data might
also be useful to recognize emotions during gameplay.

Accordingly, we aim to develop and test means to detect emotional arousal
online based on the available head movement data. In contrast to the rather
slowly changing physiological attributes, such as heart rate or skin conductance
level, a participant’s head movement can be expected to respond rather quickly
to emotion arousing or stressful events. In addition, even a prevailing background
emotion or general increase in arousal could lead to a significant change in head
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movements. This paper reports on our first attempt to extract and analyze such
features from empirical data that were collected during an interdisciplinary col-
laboration between computer scientists and psychologists.

The remainder of this paper is structured as follows: Section 2 presents and
discusses related work, before in Section 3 the research goal and the technological
background are explained. Section 4 details the procedures taken in the study
and, in Section 5 its results are given. At last, general conclusions are drawn.

2 Related work

Virtual Reality (VR) technology has been used, for example, to train surgeons
[1], to treat posttraumatic stress disorder (PTSD) in veterans of the Iraq war
[2, 3], or as a means to evaluate emotion simulation architectures driving vir-
tual humans [4, 5]. Furthermore, a VR setup has evoked similar responses to
violent incidents in human observers as can be expected in real world situations
[6] given that a high degree of plausibility could be achieved and maintained.
The software used to realize these applications range from game engines such
as Epic’s Unreal Tournament [2, 3, 5] to a number of custom made installations
[7, 4] with proprietary software components. They are combined with different
display technologies such as panoramic, auto-stereoscopic, or head-mounted dis-
plays (HMDs), or even CAVEs (CAVE Automated Virtual Environment, [8]).
The VR-related aspects of a project for PTSD treatment are meant to teach
the patient ”coping skills” [9] through virtual exposure. For an empirical study
on the link between presence and emotions Riva and colleagues [10] used an
HMD with head-tracking and a joystick for navigation. They successfully in-
duced an anxious mood in participants only by systematically changing visual
and auditory components of a virtual park scenery.

Already more than ten years ago Cowie et al. [11] expected entertainment to
be one of the applications for computational emotion recognition. Their overview,
however, does not include any work on emotion recognition based on body or
head movements. Later, head tilt frequency was used as a parameter to detect
head nods in the context of a fatigue detection system [12]. In the human-
computer dialog context the importance of head movements is generally ac-
knowledged [13, 14] and a system for automatic detection of the mental states
“agreeing, concentrating, disagreeing, interested, thinking and unsure” [15] from
video streams consequently includes a number of head orientations. To the best
of our knowledge, however, mechanisms to derive emotion-related parameters
from head movements during computer games have not been investigated.

3 Experiment outline

3.1 Research goal

In general, we aim to develop novel technological means to detect emotional
arousal of humans while they are interactively exposed to potentially dangerous
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Fig. 1: Technical setup with the head-mounted display and the Colibri IMU (left)
and the joystick’s button allocation (right)

events. The technological hard- and software setup (see Section 3.2) has already
been shown to be similarly emotion arousing as watching a short clip of a horror
movie [16].

Here we want to explore, if increased stress or fear levels affect a players
head movements. Thus, we set out to analyze the acquired head movement data
and relate the result to previously analyzed physiological data. Two research
questions summarizes our concerns:

1. RQ1: Did our emotion induction method have the desired effect of inducing
fear and stress and, if so, to what extent?

2. RQ2: Does a sudden, emotion eliciting event during the VR exposure signif-
icantly change a player’s head movement speed and do previously induced
emotions affect these movements as well?

The first research questions is addressed by performing a between-groups,
repeated measures analysis of the questionnaire data. In order to address the
second research question within-subject, repeated measures analyses of variance
(ANOVAs) of four segments of head movement data around a decisive moment
during the experimental session is conducted. The complete study design is de-
scribed in Section 4, after the hard- and software setup has been explained next.

3.2 Technology

Hardware setup To achieve an immersive setup we opted for Trivisio’s “VRvi-
sion HMD” [17], which features two SVGA AMLCD 800x600 color displays with
24 bit color depth, 60 Hz video frame rate, and a field of view of 42◦ diagonally
and 25◦ vertically; cp. Fig. 1, left. The USB-powered HMD features a pair of
Sennheiser HD 205 headphones, which are connected to the same PC. An ATI
Sapphire Radeon 5870 together with an Intel Core-i5-760 CPU drives the HMD
under Windows 7 (64bit). A USB-powered “Colibri” tracker—mounted on top of
the HMD (cp. Fig. 1, left)—provides us with the participant’s head movements.

The participants used a Thrustmaster T-16000M joystick to navigate inside
the virtual environment; cp. Fig. 1, right. They can move forward and backward
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Fig. 2: Overall design of the empirical study

by pushing and pulling the joystick, respectively. Leaning the joystick left or
right results in sidesteps, whereas turning it slightly to the left or right makes
the participant turn accordingly. Finally, as long as “button B” is being pressed
the participant’s character is “crouching”. “Button A” enables participants to
take an object or a tool, the latter being either a spray can during training or
a fire extinguisher during the experimental session. While holding an object,
pressing “button A” again results in dropping it. With just a tool (or nothing
at all) in his or her virtual hands the participant opens and closes doors or
pushes buttons by pressing “button A.” By pressing the joystick’s “fire button,”
the participants throw an object or use a tool. During the training sessions, for
example, they are instructed to practice using a tool by coloring a wall with a
spray can. Subsequently, they have to throw it away pressing “base button C.”

The setup of the physiological sensors for measuring skin conductivity, heart
rate variability, and breath rate are detailed elsewhere [18, 16]. Both sessions of
the experiment took place in a darkened room with only the joystick emitting
some light for reference. A desktop monitor was used for online questionnaire
assessment before, between, and after the experimental sessions.

Software setup Valve’s Source Engine as was chosen as a software framework
following similar work by Smith & Trenholme [19]. In addition to their simulation
system, we also modified the source code of the Source 2007 engine to include
tools such as a spray can and a fire extinguisher and to implement mechanisms
for synchronizing the in-game events with the external sensor recordings for later
analysis. In addition, we designed an underground parking lot from scratch that
features signs, doors, stairways, elevators, cars, and additional models such as a
coke vendor machine to make it look most convincingly3.

4 Study design

The overall design of our study can be split up into five parts (cp. Fig. 2).
First, socio-demographical and psychometric data as well as previous experience
with computer games and VR technology are acquired through questionnaires.

3 Videos of the final setup can be found here:
https://www.becker-asano.de/index.php/research/videos/49-videos1#COVE
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Physiological baseline data is recorded for five minutes, followed by a first rating
of felt emotions. Then, participants are guided through a training session. A
second rating of felt emotions is acquired afterwards; cp. Fig. 2, t2. After a
control of the physiological measurement the participant either watches a neutral
video clip (control) or a fear inducing video clip (experimental manipulation).
Both are around five minutes long and the latter is a clip taken from the movie
“Blair Witch Project.” Then, at t3, the participants rate their feelings again. The
experimental session starts with the participant standing in front of the elevator
on the ground, see Section 4.1. After the VR experiment, at t4, the participant
has to rate his or her felt emotions again. Finally, the physiological measurement
is being controlled again, after which the participants have to rate their emotions
once more (t5). After a final questionnaire they are asked to report one last time
on their felt emotions (t6).

The training sessions start on underground level five of the parking lot and
are acoustically guided both to get used to the control interfaces as well as to
the situation they are supposed to deal with.

4.1 Experimental session

Fig. 3: The experiment session between t3 and t4 (see main text for explanations)

The experimental session starts with the participant on the ground floor in-
side the same virtual parking lot as the one used for training. The participants
are instructed to go down by the elevator back to their red sports car and drive
it out of the parking lot. The individual way of reacting to challenging situations
might show differences in the participant’s emotional skills. Therefore the partic-
ipants had no further instructions but to react adequately in any situation they
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might get into. The most appropriate way to deal with the sudden explosion
(cp. Fig. 3, #7–8) is to approach the sports car (#9) with the injured person
in front of the fire, then, to get back to press the alarm button and to take a
fire extinguisher (#10) to extinguish the fire (#11). Finally, it is best to exit the
parking lot taking the stairs (#12).

5 Experiment results

The outlined experiment was approved by the University’s ethics committee.
A total of 48 university students participated in the study after they had pro-
vided informed consent. Seven of them had to be excluded due to technical er-
rors and/or missing data. The remaining 41 participants (age: M = 23.4 years,
SD = 3.1 years, 18 male, 23 female) were randomly assigned to the experimen-
tal conditions, with 20 watching the neutral movie clip (“control condition”, 5
male), and 21 the fear inducing movie clip (“fear condition”, 13 male).

5.1 Procedure and previous results

We concentrate our analysis on two different data sets, first, the emotion ratings,
which were acquired through a visual analogue scale ranging from zero to ten,
and, second, the head movement data. Ratings of felt intensity for the emotions
fear, anger, shame, sadness, happiness, boredom, guilt, and stress were gathered
a total of six times during the course of the experiment; cp. Fig.2. Only the
ratings for fear and stress that followed the movie-based emotion induction, i.e. t3
through t6, are included in the analysis, because before the emotion induction
at t3 no between groups difference can be expected.

A previous analysis of the physiological data of 20 participants, all of whom
belonging to the control condition, showed that heart rate (HR) and skin conduc-
tance level (SCL) varied significantly [18]. The mean values of both physiological
parameters were higher during the training session (SCL: M = 8.74, SD = 1.83;
HR: M = 76.21, SD = 11.12), than during the neutral movie (SCL: M = 8.09,
SD = 1.19; HR: M = 74.54, SD = 11.88), and highest during the minute
following the sudden explosion in the experimental session (SCL: M = 9.16,
SD = 1.82; HR: M = 88.47, SD = 13.44). Thus, the general emotional arousal
significantly increased during the virtual emergency as compared to both the
training session and the neutral movie.

5.2 Analysis of emotion ratings (RQ1)

Two repeated-measures ANOVAs with time (from t3 until t6, four levels) as
within-groups factor and condition (fear versus control, two levels) as between-
groups factor were performed for fear and stress.

For fear the main effect of both condition, F (1, 152) = 1.21, n.s., and time,
F (3, 152) = 1.84, n.s., remained below the desired five percent level of signif-
icance. Also, no significant interaction effect was found, F (3, 152) = 0.69, n.s.
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Fig. 4: The questionnaire results for “stress” compared between conditions

The repeated-measures ANOVA of the stress ratings, in contrast, showed a
significant main effect for time, F (3, 152) = 4.255, p < 0.01, but, again, not
for condition, F (1, 152) = 0.37, n.s.; cp. Fig. 4. No significant interaction effect
was found, F (3, 152) = 1.27, n.s. A post-hoc paired t-test (bonferroni corrected)
revealed a significant increase (p < 0.01) of stress levels from before the experi-
mental session (stress3, M = 3.02, SD = 2.04) to just after this session (stress4,
M = 4.51, SD = 2.33), and a significant decrease (p < 0.01) from just after the
experimental session to after the third baseline (stress5, M = 1.54, SD = 1.45);
cp. Fig.4.

5.3 Analysis of head movements (RQ2)

Pitch values along the sagittal and yaw values along the horizontal plane of every
participant were recorded with a sampling frequency of approx. 60 Hz during
both the training and the experimental session. The yaw values are a combination
of turning the joystick and looking around with the HMD, whereas the pitch
values are only changing in relation to HMD (i.e. head-) movements. Accordingly,
these two data streams are preprocessed and analyzed independently.

To investigate RQ2 two consecutive 15 seconds intervals from just before (B1

and B2) and another two consecutive 15 seconds intervals from immediately after
(A1 and A2) the sudden explosion during the experimental session are analyzed
(cp. Fig. 3, #8). Nearly all participants were still waiting for the elevator doors
to open (cp. Fig. 3, #3) 30 seconds before the explosion(cp. Fig. 3, #8). After the
explosion none of the participants reached the injured person depicted in frame
#9 of Fig. 3 within 30 seconds. The features extracted from the correspond-
ing pitch and yaw data streams are subjected to two separate within-subject,
repeated-measures ANOVAs.
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Fig. 5: Average, absolute pitch (left) and yaw (right) velocities of the 15 sec-
onds intervals immediately before and after the explosion compared between
conditions

Preprocessing and feature extraction We preprocessed the raw head-movement
data as follows to remove noise:

1. A small number of consecutive values with the same timestamp due to mea-
surement delays are deleted.

2. Turns above 180 degrees or below -180 degrees are corrected by adding or
subtracting 360 degrees resp. to/from all subsequent data.

3. A low-pass butterworth filter with cut-off frequency 0.9 Hz is applied to
eliminate noise.

4. Applying the primary difference quotient resulted in a sequence of velocities
vpitch/yaw in degrees / sec.

The mean of the absolute values of pitch and yaw, respectively, are calculated
as features fpitch/yaw per participant and data set.

Results Mean pitch and yaw velocities are plotted in Fig. 5. Although the
previous analysis indicates only a weak effect of the experimental variation, for
completeness the two conditions are included as between-groups factor in the
following two repeated-measures ANOVAs in addition to time (four levels) as
within-groups factor.

The repeated-measures ANOVA of the average pitch velocities showed no
significant main effect for time, F (3, 150) = 0.266, n.s., but, a main effect for
condition, F (1, 150) = 4.564, p < 0.04.; cp. Fig. 5, right. A post-hoc pairwise t-
test, however, reveals that the difference between fear-group (M = 2.73, SD = 3)
and control-group (M = 1.96, SD = 2.45) is not significant (p > 0.07). The
interaction effect was not significant either, F (3, 150) = 1.76, n.s.

The repeated-measures ANOVA of the average yaw velocities, in contrast,
showed a significant main effect for time, F (3, 150) = 3.135, p < 0.03. For condi-
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tion, however, the main effect is not significant F (1, 150) = 2.1, n.s.; cp. Fig. 5,
left. Again, no significant interaction effect was found, F (3, 150) = 0.155, n.s.
A post-hoc paired t-test (bonferroni corrected) reveals a significant increase of
average yaw velocity from B1 (M = 12.57, SD = 13.18) to B2 (M = 19.98,
SD = 10.75; p < 0.4) and from B2 to A1 (M = 31.52, SD = 13.26; p < 0.01).
Subsequently, from A1 to A2 (M = 20.87, SD = 9.68; p < 0.01) the average yaw
velocity decreased significantly to a level similar to that just before the explosion
occurred.

6 Conclusions

We set out to search for correlations between a human player’s emotional arousal
and his or her head movements while having to cope with a virtual emergency
(RQ2). In addition, we checked whether our video-based method of emotion
induction was effective (RQ1), which seemed only to be the case for stress, but
not for fear.

A significantly higher average horizontal head movement speed, however, was
found that might be interpreted as an immediate response to a sudden, stressful
event. In the light of results derived previously from physiological data analysis,
these findings suggest that increased physiological arousal might, in general, be
correlated with faster horizontal head movements.

A number of challenging questions remain for future research, such as (1)
do further features extracted from the acquired physiological data support the
conclusions drawn with regard to RQ2, (2) how can we better detect and account
for inter-individual differences in head movement profiles, and (3) which other
scenarios might be implemented to address these questions?

In summary, if emotional arousal indeed results in a change of head movement
speed, then our results seem to indicate that this kind of arousal is of rather
short duration. Already fifteen seconds after the unexpected events the average
movement speed returned to the same level as just before the event.
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Abstract. This paper focuses on text-based classification of the Munich
Alcohol Language Corpus (ALC) which contains speech from persons
in intoxicated as well as in sober state. In order to classify whether
a person is intoxicated or not, several combinations of classifiers and
feature extraction approaches have been examined. One major finding
was that the expressiveness of a test was tightly coupled to its type
of speech and topic. The best result was achieved by classifying picture
description tests using logistic regression which resulted in an unweighted
average recall of 89.4%.

1 Introduction

One of the most severe problems in traffic is the abuse of alcohol. In the United
States, every day about 30 people die in crashes involving alcohol-impaired
drivers totaling more than 50 billion US$ annual cost [1]. Therefore, measur-
ing intoxication by interviewing drivers and analyzing their answers is an en-
couraging topic of current research activity. The Ludwig Maximilians University
of Munich put together a foundation for work related to the detection of alco-
hol intoxication by producing a publicly available speech corpus. The Alcohol
Language Corpus (ALC) [7, 8] contains speech recordings and their transcrip-
tions in intoxicated as well as in sober state. To inspire research teams to work
on classifying intoxication state on this corpus, the Interspeech Speaker State
Challenge 2011 has been brought up to serve as a stage for competitions [9].
Hence, there already exist a number of publications covering this topic, though
to the best of our knowledge all of them—including the intoxication subchal-
lenge winners from Interspeech [3]—used audio-based features either on its own
or in combination with others to perform classification. Solely the team from
the University of Erlangen [2] measured accuracy3 of a text-only based system,
but later on, they combined it with different kinds of features to improve their
results. Furthermore, they excluded textual features from their major final result

3 text-only based results are provided on their development set only with an un-
weighted average recall of 59,1% [2]
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system because they decreased accuracy. Encouraged by the fact that no text-
only focused publications on this challenge exist, we hereby present our results
on classification using textual features only.

2 System Description

2.1 Basic Setup

Although the ALC was originally created as a speech corpus, it is exhaustively
transcribed allowing for easy feature extraction from these transcripts4. Using
the WEKA toolkit [6], bag-of-word feature vectors in form of word presence
or word count vectors were generated on the transcribed speech. Additionally,
information on speech irregularities like stutters, repetitions or noticeable pauses
was added to the feature set. Apart from this, no other information provided
by the corpus—like audio data or phonetic information—was used for feature
generation.

In the beginning, the tests were executed using multilayer perception neural
networks, decision tables, J48, JRip, näıve Bayes, logistic regression and SMO
as classifiers. However, since the latter three produced considerably better re-
sults than the others, the final experiments—and such all of those presented in
this paper—were only performed on those three. All experiments have been ex-
ecuted using 10-fold cross-validation. To be able to compare results with other
publications on the same matter, we used unweighted average recall (UAR) as
performance metric as calculated by

UAR =
recall(alc) + recall(nonalc)

2
=

tp
tp+fp + tn

fn+tn

2
(1)

We are making the code written to conduct these experiments available to the
public in the form of an open-source GIT repository on

http://suendermann.com/corpus/alc.html

and researchers are encouraged to live up to these results.

2.2 Enhancements

Tests were done in several iterations, where the goal of each iteration was to top
the resulting accuracies of the previous tests.

In the first iteration, feature selection using information gain was applied to
discard features whose contribution of information is lower than a certain thresh-
old. Information gain is computed by evaluating the differences in entropy [5]
with or without the knowledge of that feature. In order to optimize the final

4 The transcripts, which build the basis for this paper, where generated by manual
annotation.
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set of features, the ideal threshold needed to be found, which was achieved by
running a series of test runs using different thresholds.

To profit from the different approaches of the used classifiers, SMO, logistic
regression and näıve Bayes were combined into a majority voting system that
predicts the resulting class by way of majority vote. As the corpus contains
speech from different topics5 ranging from simple tasks as reading a telephone
number, over tongue twisters to picture description, the corpus was further di-
vided into its 11 document classes to asses differences in their expressiveness.
Since tests were executed on both the entire corpus and all individual document
class sub-corpora in the same manner, the tests can be easily compared.

3 Experiments

3.1 Corpus Description

The ALC provides German speech of 77 female and 85 male speakers, recorded
both sober and intoxicated. Its vocabulary size is 15776 words, where all the dif-
ferent dialectical forms of one word are counted separately. The ALC focuses not
only on read speech, but it also contains a variety of different spontaneous speech
samples. In addition to that, the corpus also contains tests on command and
control speech for its applicability in an automotive environment. Altogether,
there are 11 different document classes that can be divided into spontaneous
and non-spontaneous speech as shown in Table 1.

When running experiments using feature selection on the corpus, some words
resulted in a surprisingly high information gain in contrast to the rest of the
corpus. This turned out to be due to the fact that there are some tests not
available in both states—e.g., one tongue twister only appears in intoxicated
state. Of course, this would give a text classifier considerable advantage. Thus, we
removed all those tests not available in both states from the corpus corresponding
to a decrease in size by about one third. Still containing 4698 intoxicated samples
and 4978 sober ones, this now modified corpus is almost equally balanced with a
distribution of 48.6% to 51.4%. Hence, WEKA’s default classifier ZeroR always
picking the most frequent class produced a baseline UAR of 51.4%. The modified
ALC corpus has a total of 11386 words vocabulary.

5 in the following referred to as document classes
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Table 1. description of sub-corpora

Doc
Class

Description Speech
Type

#Types #Samples %Samples
ALC

%Samples
NonALC

LN list numbers read 264 1660 48.80% 51.20%
LT list tongue

twister
read 174 344 47.09% 52.91%

LS list spelling read 107 344 47.09% 52.91%
RT read tongue

twister
read 527 1316 49.24% 50.76%

RR read command read 175 1356 47.79% 42.21%
RA read address read 491 1356 47.79% 42.21%
DQ dialogue ques-

tion
spontaneous 4651 324 50.00% 50.00%

DP dialogue picture
description

spontaneous 2974 344 47.09% 52.91%

MQ monologue
question

spontaneous 2961 344 47.09% 52.91%

MP monologue pic-
ture

spontaneous 4177 648 50.00% 50.00%

EC elicited com-
mand

spontaneous 979 1640 49.39% 50.61%

all complete corpus various 11386 9676 48.55% 51.45%

3.2 Experiment I - Entire Corpus

Our first approach was to feed the entire corpus into all three classifiers, which
produced results hardly outperforming the ZeroR baseline. Furthermore, this
approach comes along with immense computational requirements due to more
than 11000 features to be processed. While näıve Bayes and SMO were able to
produce results in a reasonable time frame, logistic regression took more than
two weeks to complete. Concluding from this test, it can be said that this set of
features is too large to be applicable for a text-only-based classification.

After application of feature selection, logistic regression achieved the best ac-
curacy with 58.80% UAR6 which relates to a relative improvement of more than
14% over the ZeroR baseline. Nevertheless, it was still lower than the Interspeech
Speaker State Challenge 2011 baseline7 of 65.9% UAR [9].

3.3 Experiment II - Individual Document Classes

Since the combination of all features did not lead to the desired results, the next
experiment was targeted on checking whether it is useful to further divide the
corpus into its different document classes. This approach was also motivated by
the question how the performance of a simple task like reading a telephone num-
ber compares to that of a rather difficult test such as describing a picture. The

6 This result was achieved with an information gain threshold of 0.0002 which included
971 featues.

7 That number was provided in the call for participation which was, however, not
restricted to text-only-based features. As some of the samples have been removed to
avoid discrepancies in the corpus—as described in section 3.1—these results are not
directly comparable.
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expectation was that a classifier specifically trained on one document class could
be more effective than a classifier trained on the whole corpus. Consequently, the
corpus was divided into 11 sub-corpora each of which containing only transcrip-
tions from one document class. Table 1 shows details about each sub-corpus.
A similar idea was published in [11], where a comparison between the different
prompt types spontaneous speech, tongue twister and command-and-control was
performed.

Fig. 1. accuracy of document classes

As shown in Figure 1, there are considerable differences on achieved accu-
racies supporting our conjecture that document classes vary in terms of ex-
pressiveness. The diagram compares the unweighted average recall achieved on
each document class using SMO, näıve Bayes and logistic regression classifiers.
Just as before, feature selection was applied on the basis of an information gain
threshold optimized for each document class. Figure 2 shows the influence of the
information gain threshold for the class DP (picture description) in detail. As
expected, classes containing spontaneous speech performed best. Among them,
dialogue-speech-based document classes (DP, DQ) achieved an unweighted av-
erage recall between 79.17% and 89.43% performing considerably better than
monologue classes. The latter form the next group in the result set, performing
between 68.67% UAR and 80.86% UAR. Table 1 shows that these classes have
a considerably higher number of word types than the non-spontaneous classes,
being a likely reason for the superior performance.
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Fig. 2. DP (picture description) optimizing IG threshold

This diagram shows the positive impact of feature selection using information
gain on the results. Furthermore, a strange finding from this experiment is that
SMO and logistic regression show a steep decline right after their peaks, whereas
näıve Bayes does not suffer from such a drop. We were able to recreate this effect
in multiple test iterations, but were not able to positively identify its cause as
of yet.

3.4 Experiment III - Word Counts

Since the previous tests were all performed using word presence bag-of-word
features, the next test examined the potential of adding word count information.
Figure 3 reveals that, contrary to our hope, the change from word presence to
word count deteriorates accuracy. When using logistic regression the difference in
accuracy between word count and word presence is rather small, whereas much
higher differences can be observed when using näıve Bayes.

3.5 Experiment IV - Combining Document Classes

The preceding results made us wonder whether a combination of the best per-
forming document classes, e.g. DP, DQ, and MQ, could further improve results
due to synergetic effects. At first, we merged sub-corpora containing these three
classes into one corpus. Although this combination performed considerably bet-
ter than the run on the undivided corpus, synergetic effects were not as strong
as anticipated and did not result in an improvement compared to individual
document classes.
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Fig. 3. word presence vs. word count features

3.6 Experiment V - Combining Classifiers

As a last experiment, the three classifiers under consideration were combined into
a majority voting system, whose results are shown in Figure 2, too. It turned out
that even classifier combination was not able to beat logistic regression, which
seems to be the best on this specific domain.

4 Conclusion and Outlook

This study showed the power of pure text-based features to determine whether
somebody is intoxicated or sober by analyzing speech transcriptions. There are
two major findings. First, it is enough to limit analysis to a single spontaneous
speech task as it is much more expressive than read speech. Second, the use of
text-based features turned out to be very effective especially in conjunction with
logistic regression.

Although the final result of 89.4% UAR on the most expressive document
class (DP) is an excellent achievement, it needs to be said that the accuracy
still needs to be improved before considering operational scenarios. Yet it is an
important step forward to understand that it is not necessary to combine all
document classes of the ALC, but that it is more worthwhile to concentrate on
one or maybe two classes only. This also allows for further improvement of the
test procedure itself since tests can now be developed with a special focus on
spontaneous speech.

To improve classification accuracy even further, we will be considering n-gram
features to model word order dependencies with a proven record of performance
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gain in text classification [4, 10]. Furthermore, we plan to consider a weighting
system for classifier combination, such that better classifiers are less likely to be
outvoted by worse ones. Also, majority voting could be applied across multiple
document classes as suggested in [11] as well.

Another area to look into is the applicability of this research to real-world
scenarios. As manual transcription of speech is not available in real-time, soft-
ware for analysis of intoxication based on text will have to rely on automatic
speech recognition. It will therefore be necessary to analyze the influence of
speech recognition performance on the accuracy of classification. This is partic-
ularly interesting considering that voice and speech characteristics of users may
be subject to substantial change under the influence of alcohol.
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Abstract. Past research on real human faces has shown that out-group members 
are commonly perceived as lacking human qualities, which links them to 
machines or objects. In this study, we aimed to test whether similar out-group 
effects generalize to artificial faces. Caucasian participants were presented with 
images of male Caucasian and Indian faces and had to decide whether human 
traits (naturally and uniquely human) as well as emotions (primary and 
secondary) could or could not be attributed to them. In line with previous 
research, we found that naturally human traits and secondary emotions were 
attributed less often to the out-group (Indian) than to the in-group (Caucasian), 
and this applied to both real and artificial faces. The findings extend prior 
research and show that artificial stimuli readily evoke intergroup processes. 
This has implications for the design of animated characters, suggesting that out-
group faces convey less humanness regardless of how life-like their 
representation is. 

Keywords: objectification; realism; face perception; emotion; out-group 

1   Introduction 

A long-standing question within the field of computer science and artificial 
intelligence concerns the degree of human likeness required by animated characters, 
computer agents, and robots. In general, human appearance is viewed as 
advantageous as it provides a more intuitive and effective interface [1], [2], thereby 
facilitating various aspects of human-computer interaction. This relates particularly to 
the face being the most immediate source of communication [3]. Consequently, 
attempts to increase its humanness have aimed at the development of photorealistic 
faces that strongly resemble those of living humans [4], [5]. On the other hand, the 
strive for realism has been countered by arguments about possible experiences of 
alienation due to the ‘uncanny valley’ [6]. That is, if computer-generated faces 
become too close to humans, without making people fully believe that they are real, 
feelings of discomfort and repulsion may arise [7]. 
 
Research exploring perception of artificial facial stimuli, and whether this process is 
different from that of real faces, has been so far inconclusive. For example, studies 
involving functional magnetic resonance imaging (fMRI) and event-related brain 
potentials (ERP) found that artificial faces may be processed distinctly from real faces 
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[8], [9]. Also, the recognition of emotions seems to vary depending on the type of the 
face [10], [11]. On the contrary, there is evidence suggesting that people do respond 
to various kinds of artificial faces, as well as to face-like objects, similarly as to real 
faces [12], [13]. Given that external features and expressions can be easily 
manipulated and controlled in synthetic faces, they are commonly employed in social 
categorization studies, the results of which map onto those employing real faces [14], 
[15].  

 
Independently of controversies linked to the level of realism, faces convey diverse 
qualities and are processed quickly and possibly preferentially by our brains [16], 
[17]. They attract attention faster than non-face objects [18] and as a visual cue are 
favored over other types of input [19]. Furthermore, faces are a social stimulus of 
major functional significance, prompting rapid evaluations of people on a number of 
dimensions. These include gender, age, and ethnicity on the most basic level [20], as 
well as other traits, for instance attractiveness, likeability, and trustworthiness [21]. 
Importantly, faces are often the first source of information pertaining to group 
membership. Categorization of people as belonging to one’s in-group or out-group is 
common and in fact unavoidable in real-life social encounters [22]. Numerous studies 
have shown that in-groups are generally favored over out-groups [23], [24], and that 
out-group members are frequently the targets of prejudice [25], [26]. One facet of 
prejudice is the failure to perceive out-group members as complete human beings 
[27]. In this case, out-groups are not granted the full range of human qualities, 
including personality traits [28], emotions [29], and mental states [30]. Denial of traits 
that have been identified as natural or essential to all human beings (naturally human 
traits, e.g., warmth, depth) reduces people to objects, such as machines or automata 
[31]. The equation of humans with objects is referred to as objectification [32]. It is 
associated with the perceived lack of mind and what follows, compromised capacities 
which are distinctive for humans [33], for example the ability to experience refined 
emotions (secondary emotions, e.g., elevation, envy) [29].  
 
Although prior studies using real faces have demonstrated that out-group members 
appear overall less human compared to in-group members [34], [35], [36], this 
intergroup phenomenon has not been investigated yet in the context of artificial faces. 
Respective issue seems of importance since the (differential) attribution of human 
characteristics to group members should apply only to faces of real human beings, 
that is, entities that actually are alive. Alternatively, if synthetic faces of out-group 
members are seen as representing diminished humanness, just as real faces are in 
daily interactions, the most realistic animation may not be adequate for them to be 
perceived as human-like. Therefore, regardless of how authentic the representation is, 
out-group faces may still be viewed as machines/ objects. 
 
In the present study, we wanted to explore the process of objectification as it applies 
to real as well as artificial faces. For this, artificial facial stimuli were used that were 
highly human-like, but clearly distinguishable from their real counterparts in terms of 
aliveness (see [37]). To maximize differences in perception, Caucasian participants 
were presented with both real and artificial faces of Caucasian (in-group) and Indian 
(out-group) individuals. Participants’ task was to decide whether certain human traits 
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(naturally and uniquely human) and emotions (primary and secondary) could or could 
not be attributed to each face. As out-groups are generally associated more with 
objects, we would predict that less human qualities and secondary emotions would be 
attributed to them. Furthermore, such effects should be similar for real and artificial 
faces. 

2   Experiment 

Thirty-one students (11 men), ranging in age from 19 to 27 years (M = 21.84, SD = 
2.12), at Warsaw University, Poland, participated on a voluntary basis and were paid 
20 PLN (~5€). All of them identified themselves as Polish, with three people holding 
a double Polish-American citizenship. Information about the experiment was 
distributed in English and directed primarily at the students of an English-language 
psychology program to ensure fluency in this language. However, the mother tongue 
of all participants was Polish.  
 
Facial stimuli (see Fig. 1) consisted of photographs of eight neutral faces of 
Caucasian and Indian (four of each) adult males, obtained from the Center for Vital 
Longevity Face Database [38]. These photographs were selected from a larger set of 
realistic facial stimuli which did not differ in a pretest (N = 30) with regard to their 
perceived attractiveness (scale 1-5; MCaucasian = 1.97 vs. MIndian = 1.83, p = 0.062), 
intelligence (MCaucasian = 2.83 vs. MIndian = 2.72, p = 0.348), trustworthiness (MCaucasian 

= 2.62 vs. MIndian = 2.49, p = 0.152), and likeability (MCaucasian = 2.64 vs. MIndian = 2.71, 
p = 0.480). The eight photographs served as a basis for creating the faces’ artificial 
analogues by applying a variety of modifications in Photoshop (CS3-ME, Adobe 
Systems Inc., 2007) while preserving their identity (i.e., no changes in facial 
morphology). The modified faces (four Caucasian, four Indian) composed the set of 
artificial versions of the stimuli and differed significantly in perceived aliveness, as 
determined in an independent study (N = 60, Mreal = 6.15 vs. Martificial = 1.52, p < 
0.001, scale 1-7). Additionally, eight images of cars were included as filler items with 
the purpose to distract from the target manipulation. This resulted in a set of 24 
pictures which measured 627 x 479 pixels and were displayed on a white background.  
 
Participants took part in the study individually. Their task was to decide “whether a 
certain characteristic could or could not be ascribed to a stimulus”. This decision had 
to be made as quickly as possible for every stimulus and characteristic which added 
up to 384 trials (24 images x 16 characteristics, described below), presented randomly 
in four blocks. To signal the beginning of each trial, a fixation cross appeared on the 
top of the screen for 500 ms; it was then replaced by a word (label of a trait), which 
was displayed for 1000 ms; finally, underneath the word, a picture of the stimulus 
appeared. The word and the picture remained on the screen until participants gave a 
response by pressing a key on the keyboard, corresponding to either a ‘yes’ (the 
characteristic can be attributed to the stimulus) or a ‘no’ (the characteristic cannot be 
attributed to the stimulus) judgment. The experimental task was delivered using 
DirectRT software (Version 2010, Empirisoft Co., NYC, USA).  
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Fig. 1. Examples of real (left) and artificial (right) Caucasian and Indian faces.  

Measures targeted the frequency with which a given characteristic (human traits and 
emotions) was ascribed to a stimulus. Human traits were selected based on 
dehumanization research by Haslam and colleagues [31], [39], and comprised four 
uniquely human traits (positive: organized, broadminded; negative: rude, shallow) 
and four naturally human traits (positive: friendly, trusting; negative: shy, impatient). 
Emotion terms were drawn from research by Demoulin et al. [40], and comprised four 
primary emotions (positive: pleased, calm; negative: fearful, angry) and four 
secondary emotions (positive: sympathetic, hopeful; negative: ashamed, guilty). As 
both positive and negative characteristics were included, valence was treated as an 
additional factor in the analysis of results. 

3   Results 

A multivariate analysis of variance (MANOVA) with Ethnicity (Caucasian, Indian), 
Realism (real, artificial), and Valence of the traits (positive, negative) as within-
subjects factors was conducted on the four dependent variables (uniquely and 
naturally human traits, primary and secondary emotions). For all univariate analyses, 
the Greenhouse-Geisser adjustment to degrees of freedom was applied. No significant 
main effect emerged for Realism F(4, 27) = 1.57, p = 0.212, ηp

2 = 0.19, suggesting 
similar responses to real and artificial faces. The multivariate main effects were 
significant for Ethnicity, F(4, 27) = 5.32, p = 0.003, ηp

2 = 0.44, and Valence, F(4, 27) 
= 8.07, p < 0.001, ηp

2 = 0.55. These two main effects were qualified by a significant 
multivariate interaction between Ethnicity and Valence, F(4, 27) = 4.07, p = 0.01, ηp

2 

= 0.38. In terms of univariate tests, this interaction was significant for the naturally 
human traits, F(1, 30) = 8.99, p = 0.005, ηp

2 = 0.23, as well as for secondary emotions, 
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F(1, 30) = 4.44, p = 0.044, ηp
2 = 0.13. Analyses of simple effects showed that 

participants attributed more naturally human traits and secondary emotions to 
Caucasians (M = 0.56 and M = 0.52) in comparison to Indians (M = 0.40 and M = 
0.42). However, this was the case only in the context of positive characteristics. No 
such differences occurred for negative naturally human traits and negative secondary 
emotions (p > 0.05). The proportions of characteristics attributed to Caucasian and 
Indian faces can be seen in Fig 2. 
 

 
Fig. 2. Mean proportions of human traits and emotions attributed to Caucasian and Indian 
faces; **p < 0.01, *p < 0.05. 

4   Discussion  

Out-group members are commonly denied an array of human qualities which reduces 
them to objects, such as machines or automata. These specifically include traits 
perceived as naturally human [31] and refined emotions that entail high cognition and 
morality (secondary emotions), but not emotions shared with other species (primary 
emotions) [29]. In the current study, our objective was to extend previous findings 
that demonstrated the process of objectification for real faces and to investigate 
whether this generalizes to artificial faces. In line with previous research, the results 
showed that participants attributed less naturally human traits to faces of out-group 
members in comparison to in-group members. Moreover, they attributed less 
secondary emotions to faces of out-group members than to in-group members, while 
there were no differences in how primary emotions and uniquely human traits were 
attributed. The findings applied to both real and artificial stimuli, suggesting that the 
latter readily evoke intergroup processes, bringing about out-group effects 
comparable in their nature to real faces.  
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Although the pattern of differential attribution of human traits and emotions to in-
group and out-group members was consistent with predictions implying 
objectification [31], it concerned largely positive characteristics. Besides similar 
findings in the literature [35], there is evidence suggesting that the valence of human 
characteristics may not play a crucial role in how these are associated with groups 
[41]. In fact, sometimes negative naturally human traits tend to be connected even 
more with the in-group, justifying the “only human”, inborn and therefore 
uncontrollable nature of their flaws [42]. Differential attribution of positive 
characteristics can thus be seen as one facet of objectification, thereby indicating a 
positivity bias towards the in-group. 
 
The findings have important implications for the design and animation of computer-
generated characters. Up to now, the developments in computer graphics have 
focused on increasing the realism of synthetic characters to the point that they are 
indistinguishable from living humans. In this context, major efforts have been devoted 
to the generation of photorealistic faces. To circumvent deficiencies in appearance 
that lead to unsettling impressions on the part of viewers, ascribed to the ‘uncanny 
valley’ [6] research in turn has scrutinized the potentially problematic elements of 
faces. This was typically done as if the faces were a collection of separate features, 
colors, and textures [7], [37] rather than a whole that functions as a social stimulus in 
interaction with the human perceiver.  
 
In the current paper, we have shown that group membership plays a major role in how 
human-like a face appears to be. One possible extension of this research would be to 
conduct it in a different country. For instance, would Indian participants attribute 
greater humanness to Indian (in-group) faces and perceive Caucasian (out-group) 
faces as objects? Further, how would categories other than race or ethnicity influence 
perception of human qualities in another? People go beyond what is directly 
observable and constantly make inferences about the underlying states, intentions, and 
qualities of other interactants. A crucial function of faces is that they represent human 
qualities and are associated with minds that powerfully suggest a potential for mental 
connection, constantly sought after by humans [43]. Nonetheless, people will not 
connect with everybody in the same manner.  Group membership proved to be a basic 
criterion that determines to what extent such mental connection is achieved. 
Independently of whether the face is real or artificial, we demonstrated that out-group 
members were generally viewed as more machine/ object-like than in-group 
members, hence embodying lesser humanness and what follows, reduced promise of 
bonding. Accentuated realism of computer-generated faces alone may consequently 
not be sufficient to capture the complexities and subtleties of human perception. 
Rather, the design of human-like agents necessitates consideration of purpose-related, 
social psychological processes. 
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project eCUTE – Education in Cultural Understanding, Technologically-Enhanced 
(FP7-ICT-2009.4.2).  
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TARDIS - a job interview simulation platform

Hazaël Jones1 and Nicolas Sabouret2
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The TARDIS3 project, funded by FP7, aims at building a serious game for
NEETs4 and employment/inclusion organisations which supports social training
and coaching in the context of job interviews [5].

Fig. 1. Architecture of the TARDIS platform

This project has several objectives: 1) to define socio-emotionally credible in-
teractions between a virtual agent and a human [4], by integrating the 3 dimen-
sions of this process (real-time signal processing of the human affects, cognitive
evaluation and adaptation of the virtual recruiter, and emotion expression), 2)
to allow NEETs to train their social skills thanks to a simulation platform, 3) to
provide empowerment organisations a new tool in their work with youngsters.

In this demonstration, we focus on the first part: the interaction loop. The
TARDIS architecture (Fig. 1) is composed by 4 modules:

– Social Signal Interpretation. This module allows the detection of youngster
affects thanks to a Kinect (a motion sensing input device) and a microphone.

3 TARDIS stands for Training young Adult’s Regulation of emotions and Development
of social Interaction Skills. url: www.tardis-project.eu

4 NEET is a government acronym for young people not in employment, education or
training.
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– Interview scenario. It defines the interview progress and the expectation of
the recruiter after a question.

– Affective model of the virtual recruiter. This module updates the internal
state of the virtual agent thanks to detected affects from the system and
expected ones from the scenario. Our affective model [1], specially conceived
for job interview, is composed of emotions [2], moods and social attitudes.

– Virtual recruiter animation. It allows the real-time display of the recruiter
affective states thanks to the GRETA conversational agent [3].

The interaction loop and the behaviour of our virtual recruiter (Fig. 2) will
be illustrated on a 10 minutes scripted scenario.

Fig. 2. Setting of the simulation of job interview
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